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PREFACE 

With the continuous improvement of space research, development and application capabilities, countries 

have successively developed and launched a large number of spacecraft for various mission requirements. As an 

important means to ensure the long-lasting and stable operation of spacecraft in complex space environments, on-

orbit servicing has become an important development direction in the field of space technology. The on-orbit 

servicing is built on the basis of the high development of aerospace science and technology, and has the 

characteristics of highly dispersed service objects, high-end and intensive service means, and accurate and 

efficient service methods. As the suddenness of various on-orbit servicing tasks becomes increasingly prominent, 

the requirements for the timeliness, resource constraints and autonomy of mission planning are also getting higher 

and higher. Automation and intelligence are the inevitable choices for the development of on-orbit servicing 

mission planning technology, and the operational practice of international space on-orbit services shows this. In 

order to further meet the practical needs of mission planning throughout the whole process of on-orbit servicing, 

and better deal with such a kind of mission planning problem with long duration and uneven type of situation, 

this book combines the development of on-orbit servicing technology and highlights the needs of risk disposal, 

explores the ways and means of applying advanced artificial intelligence technology to on-orbit servicing mission 

planning, and provides scientific planning means for on-orbit servicing through the combination of theoretical 

research and simulation experiments, and provides reference for solving mission planning problems in other fields.  

This book is written on the basis of keeping up with the international research frontier and independent 

innovation achievements, and systematically expounds the basic concepts and principles, basic theories and 

methods, mathematical models and algorithms, case simulations and results of intelligent planning of on-orbit 

servicing tasks. The book is divided into 7 chapters. Chapter 1 is an introduction, which expounds the basic 

concepts, outlines the technological developments, and analyzes the current state of research. Chapter 2 analyzes 

the whole process of on-orbit servicing mission, analyzes the needs and clarifies the focus of the book, and 

introduces a research framework that uses intelligent methods to construct on-orbit servicing mission planning. 

Chapter 3 addresses the fact that the service users are large and scattered, and the service force in orbit is limited , 
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and based on the research framework of intelligent planning, this paper meets the requirements of pre-planning 

and disposing of situations, satisfies the characteristics of the composite service mode, and gives full play to the 

advantages of forward transmission and reverse training of Deep Q Networks to solve the problem of spacecraft 

target allocation in orbit, and introduces an in-orbit target allocation method in the composite service mode. In 

Chapter 4, aiming at the prominent risk of untimely avoidance of space debris threat, this chapter gives full play 

to the advantages of rapid operation and real-time avoidance of artificial potential field method to solve the 

problem of spacecraft orbit temporary avoidance path planning, and introduces a spacecraft orbit temporary 

avoidance path planning method. Chapter 5 aims at the problem that the target is not cooperative and the 

equilibrium strategy is difficult to obtain, and the dynamic game is combined with optimal control to effectively 

solve the spacecraft orbit game problem, and a real-time planning method for spacecraft orbit game is introduced. 

Chapter 6 focuses on the practical application of intelligent planning for on-orbit servicing tasks, carries out the 

design of the mission planning system, and conducts the simulation analysis of the mission planning system to 

test the feasibility and effectiveness of the intelligent planning method in this book. Chapter 7 summarizes the 

main work of the book and the next research directions. 

The research work of this book has received the concern of many leaders of the Academy of Military 

Sciences, the University of Aerospace Engineering, the China Academy of Space Technology, and other units, 

and has been guided by Si Guangya, Zhang Zhizhi, Yu Xiaohong, Xiong Wei, Zhang Yasheng, Yue Zhihong, 

Wang Xinbo, Liu Biliu, Liu Xiaohe, Zhou Chifei, Dong Xianzhou, Song Xumin, Jia Jun, and other expert leaders. 

At the same time, Ma Junwei, Liu Haiqiang, Liu Yuchen, Zhao Yongsheng, Cai Zongbao, Li Yue, Song Jiaqian, 

Li Yadong and other leaders gave strong support, Gang Jianxun, Yu Hongyuan, Ma Xinyi, and Shi Zhan, doctors 

of the Academy of Military Sciences, participated in the relevant research work, and Wang Wenwen, Xin Jiang, 

Zhang Qiyang, Dong Fang, Fang Ying, Zhang Song, Wang Tao, Wan Kang, Yin Wenhao, Zhang Kai, Wang 

Shusheng, etc., put forward valuable suggestions, and we would like to express our gratitude to them. 
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CHAPTER 1: INTRODUCTION 

1.1: RESEARCH BACKGROUND OF ON-ORBIT SERVICING MISSION PLANNING 

"The clear-eyed guard against misfortune, and the wise plan for disasters the future may bring."1 Forward-

looking development of space technology is to grasp the way to win in space in the future, and seizing the frontier 

of space technology is to create a weapon to win space advantages. Looking at today's outer space,2 with the 

circumnavigation of the "constellation" and the layout of the "eye in the sky,” human spaceflight is entering the 

era of on-orbit servicing in an all-round way, and on-orbit servicing technology will become an important symbol 

of the development of aerospace in the 21st century, and will have a wide and far-reaching impact on space 

activities.[1] 

Since the launch of the first spacecraft in 1957, various spacecraft for different purposes have been 

launched into orbit for more than 60 years, playing an irreplaceable role in navigation, meteorology, and 

communications. Looking at the vigorous development of the aerospace industry, although people's ability to 

enter and use space has made great progress so far, the long-standing problems of high cost, high risk, and "one-

time life" have not been fundamentally solved, so that factors such as cost and risk have been affecting and 

restricting the long-term sustainable development of human space industry.[1] These spacecraft in orbit with an 

investment of hundreds of millions or even billions of yuan are limited by the aging of fuel and components, and 

their lives are extremely fragile, and perhaps an accident will end their service life. The emergence of these 

problems is mainly reflected in the following two aspects: First, the one-time characteristics of spacecraft in orbit 

are obvious. At present, most spacecraft are launched into orbit until the end of service, during which the hardware 

is difficult to upgrade and update, and if it needs to be updated, new spacecraft can only be launched into orbit.  

 

  

 
1 On January 18, 2016, General Secretary Xi Jinping quoted the "Three Kingdoms" quote "The clear-eyed guard against misfortune, and 

the wise plan for disasters the future may bring" at the seminar on the study and implementation of the spirit of the Fifth Plenary Session 

of the 18th Central Committee of the Communist Party of China, and pointed out: We must be proactive, take precautions, see the 

subtleties, prevent the gradual progress, play a good first move, fight the initiative battle, and be prepared to deal with any form of 

contradictions, risks and challenges.  
2 Outer space was first proposed by the 34th President of the United States, Dwight David Eisenhower (October 14, 1890 - March 28, 

1969) on January 20, 1957. The concept of "outer space" was used for the first time. Subsequently, names such as "space" appeared and 

appeared as a legal term in international space legislation. 
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Second, the maintainability of spacecraft in orbit is poor. Spacecraft have high requirements for technical 

reliability, but the survivability is weak, and there is a lack of effective maintenance and guarantee means, and 

any failure may lead to the failure or scrapping of the entire spacecraft. In this context, on-orbit services have 

gradually been valued and have become the forefront and hot spot of the development of the aerospace field. 

Early on-orbit servicing missions were mainly manned on-orbit services. In the early 80s of the 20th 

century, with the successful launch of the space shuttle, American astronauts carried out technical verification of 

on-orbit servicing based on this platform, which made the manned on-orbit servicing vigorously developed. The 

United States has successively carried out in-orbit maintenance of the Solar Maximum Mission satellite and the 

in-orbit maintenance of the Hubble Space Telescope, which reflects the tremendous economic benefits of on-orbit 

services. Manned services in orbit have their own unique advantages, but they require direct human involvement 

in the operation and are risky. Due to its advantages of low risk and low cost, unmanned autonomous on-orbit 

servicing has gradually become the research focus of various aerospace powers, especially the rapid development 

of mission planning related technologies in recent years, which provides effective technical support for 

autonomous on-orbit services. 

Mission planning is the activity of using auxiliary tools to plan and calculate spacecraft on-orbit services, 

and it is an important scientific means in unmanned autonomous on-orbit services. In reality, the on-orbit servicing 

has the characteristics of insufficient precursor, high lack of information, and strong urgency, which determine 

that its mission planning is different from that of conventional mission planning. To this end, the on-orbit 

servicing task planning needs to focus on the overall situation, start from the details, think carefully, carefully 

plan, and plan scientifically, so as to achieve "planning in the middle of the battle, and winning thousands of miles 

away.” 

In recent years, the rapid development of artificial intelligence technology has provided new possibilities 

for the further realization of intelligent planning. Intelligent planning of on-orbit servicing tasks is based on orbit 

dynamics and orbit design, injecting operations research analysis, artificial intelligence theories and methods into 

it, and combining them with modern technical support means such as planning, modeling, and simulation. 
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1.2: CONCEPTS RELATED TO ON-ORBIT SERVICING MISSION PLANNING 

Any theory must first clarify the messy and, if to say, confusing, concepts and concepts. Only when there 

is a common understanding of the name and the concept can it be possible to study the problem clearly and 

smoothly, and to stand on the same footing with the reader. Without a precise definition of their concepts, it is 

impossible to thoroughly understand their internal laws and interrelationships.[2] Therefore, in order to study the 

problem of on-orbit servicing mission planning, it is necessary to first clarify the relevant concepts of on-orbit 

servicing and mission planning, so as to unify the understanding and promote the in-depth research of methods 

and technologies.  

1.2.1: On-Orbit Servicing 

On-orbit servicing (OOS) refers to the space engineering activities that extend the life of in-orbit 

spacecraft, expand the functions of in-orbit spacecraft, and improve the performance of in-orbit spacecraft through 

humans, robots, or both.[1] As an effective means to enhance the performance of spacecraft, extend the life of 

spacecraft, reduce costs and risks, and reduce the number of obsolete spacecraft, on-orbit services mainly include 

on-orbit assembly, on-orbit maintenance and logistics support, covering a wide range of fields such as orbit 

transfer, on-orbit assembly, and space debris clearance.  

Through the collaborative operation of robotic arms, space robots and relevant personnel, on-orbit services 

can complete the assembly, maintenance, capture and other space tasks of space targets, so as to reset the on-orbit 

system, extend the on-orbit life of the target, improve the target operation ability, and maintain the space 

environment. On-orbit services such as spacecraft on-orbit maintenance and upgrading, on-orbit assembly, on-

orbit refueling, on-orbit observation, space rendezvous and docking, and on-orbit capture and removal of non-

cooperative targets can provide new technologies and concepts for spacecraft on-orbit operation and mission 

execution, and have the following application prospects and advantages:[3] 

(1) Extend the in-orbit life of spacecraft 

By replenishing spacecraft fuel, batteries and other consumables, replacing and upgrading failed parts, 

and cleaning up space garbage, the in-orbit working life of the spacecraft can be effectively extended, and the 

safety of the spacecraft in orbit will be improved. 
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(2) Improve the availability of spacecraft payloads 

When the spacecraft payload fails, the payload function can be restored by on-orbit maintenance of the 

failed parts, so as to improve the timeliness and flexibility of the space payload. 

(3) Increase the scalability of spacecraft components 

Due to the limitations of volume and weight, it was not possible to carry out a monolithic launch of a 

spacecraft with large equipment in one launch. Therefore, the complete configuration of the spacecraft can be 

realized through multiple launches of functional modules and the use of on-orbit assembly, so that the spacecraft 

has good scalability. 

(4) The capture of non-cooperative goals 

Due to the increase of current space missions, more and more space junk is formed by abandoned 

spacecraft, and the on-orbit servicing technology can realize the capture of non-cooperative targets such as space 

junk, and the captured non-cooperative targets can be used for on-orbit reorganization, return to the ground for 

reuse, or dismantle again as space junk. 

(5) Reduce the cost of the task cycle 

Through in-orbit replacement and upgrading, the redundant configuration of some satellite components is 

avoided, which reduces the design and production costs, and at the same time, the disassembly, launch and 

assembly of system components can also reduce the cost of the whole satellite launch. In addition, through the 

in-orbit maintenance of failed satellites in multi-satellite missions, satellite relaunch and replacement will be 

avoided, further reducing the cost of mission systems and improving reliability. 

(6) Improve the flexibility and ability of on-orbit system tasks 

Spacecraft are usually designed for specific tasks, and for spacecraft that have completed tasks or whose 

technical performance has been reduced, through on-orbit upgrades and maintenance, the spacecraft can have 

better working performance and can perform new space missions, so as to ensure the technological advancement 

and flexibility of the spacecraft. 

With the continuous progress of space technology, the on-orbit servicing technology used in the 

maintenance of faulty or failed spacecraft and the cleaning of space junk has developed rapidly, and has shown a 

wide range of application prospects. The service objectives of these on-orbit services carried out in the close range 

of space targets can be divided into cooperative goals and non-cooperative goals. Among them, the development 

of on-orbit servicing technology for cooperation goals is relatively mature, and the on-orbit servicing technology 

for cooperation goals represented by space station application and rendezvous and docking, such as the 

International Space Station, China's Shenzhou series spacecraft and Tiangong docking, has become increasingly 

mature and has achieved huge economic and social benefits. 
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However, since the vast majority of spacecraft in orbit are non-cooperative targets, they cannot provide 

cooperation information, which will limit the scope of application of the on-orbit servicing technology of 

cooperative targets. The non-cooperative objectives are service objectives that do not have cooperation markers 

and cannot provide effective information, and their non-cooperation characteristics mainly include no pre-laid 

cooperation signs, no prior information, no control over them, and no communication with them, etc., and these 

factors are the key to achieving docking and capture, which are directly related to the success of space operation 

missions, which greatly increases the complexity of the problem. 

Many future on-orbit servicing missions, such as repairing failed and tumbling satellites, actively 

removing space debris, and grabbing failed satellites, will have extremely non-cooperative service objectives or 

completely unknown target characteristics. The orbital maneuvering segment and the service implementation 

segment are the critical stages in the on-orbit servicing of spacecraft, and they are also the stages where the near-

orbit operation of non-cooperative targets is very different from the traditional rendezvous and docking activities. 

The research on on-orbit servicing mission planning for non-cooperative goals is of great practical significance. 

1.2.2: Task Planning and Intelligent Planning 

The word mission planning originates from the English "mission planning,” which is a foreign word, and 

some scholars interpret the word "mission planning" from the perspective of operations research as: mission 

planning is the key link in the process of mission planning that needs to use scientific planning methods to clarify 

specific matters, is the scientific allocation, optimization and selection of resources, space, tasks and task 

implementation process, and is to concretize what to do, how to do it, and who will do it.[4] 

Mission planning is to plan a set of actions (or behaviors) that can be directly executed by various entities 

from the initial state to the target state under the condition of clear objectives and resources, taking into account 

various needs and constraints, and make the implementation results as good as possible to achieve the mission 

objectives.[5] Therefore, the on-orbit servicing mission planning is mainly to map the purpose of the on-orbit 

servicing, the force resources and the space environment to a unified mathematical space, use relevant theories, 

mathematical tools and computer technology, and scientifically calculate the force resources, orbital maneuver 

and service implementation according to certain target criteria under the constraints of resource conditions, 

operation rules and value orientation, and plan out the target allocation strategy, orbital maneuver path and service 

implementation plan.  
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The goal of on-orbit servicing mission planning is to make full use of on-orbit force resources through global 

operation research and scientific calculation, to achieve the maximum efficiency of on-orbit servicing, and to 

provide effective auxiliary decision support for the in-orbit decision-making of ground command centers and 

spacecraft. 

The concept of intelligent planning originates from artificial intelligence and is the application of artificial 

intelligence technology in the field of task planning, and its main idea is: to recognize and analyze the surrounding 

environment, according to the expected goals, use intelligent methods to implement reasoning on a number of 

alternative actions and resource constraints, and comprehensively formulate a reasonable implementation strategy 

or scheme that can achieve the goal.[6] Intelligent planning is an important research field in the field of artificial 

intelligence, and it is also an interdisciplinary discipline covering multiple fields, including knowledge 

representation and reasoning, human-computer interaction, and cognitive science. This technology has shown 

great application prospects in the field of industrial scheduling, aviation, robot control and other fields. 

Accordingly, the intelligent planning involved in this book mainly refers to the use of relevant intelligent methods 

to solve several task planning problems, which is a new exploration of the transformation and application of the 

latest artificial intelligence technology to task planning problems.  

Therefore, the intelligent planning of on-orbit servicing tasks will use intelligent methods to carry out 

autonomous reasoning on several alternative resource allocations, orbital maneuvering and service actions 

according to the service tasks and the performance of the in-orbit spacecraft platform, and form scientific, 

reasonable and feasible strategies and schemes accordingly. 

1.3: OVERVIEW OF THE DEVELOPMENT OF ON-ORBIT SERVICING TECHNOLOGY 

Since the end of the 50s of the 20th century, the development of aerospace technology has profoundly 

changed human life and gradually developed into a new field closely related to human survival and development. 

As an important application field of advanced space technology, on-orbit servicing began with the Soviet Union's 

replenishment mission to the space station and then received special attention in space projects such as the Soviet 

spacecraft and the U.S. space shuttle. 

The high-risk and high-investment characteristics of the aerospace field make the balance between cost 

and benefit pay special attention. The application prospects for on-orbit services in the aerospace field are mainly 

reflected in the following five aspects: 
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1) Directly repairing fault problems through on-orbit services can greatly reduce the cost of replacing 

whole satellites and improve the operational availability of spacecraft in orbit. 

2) Component replacement or propellant replenishment through on-orbit services, update and upgrade in-

orbit spacecraft, and maintain the flexibility and technological advancement of spacecraft in on-orbit servicing. 

3) Realize on-orbit assembly and configuration through on-orbit services, improve the mission execution 

capability of on-orbit spacecraft, and improve the scalability of spacecraft. 

4) Replace or upgrade the failed or obsolete components of the spacecraft in orbit through on-orbit services, 

replenish consumables, extend the working life of the spacecraft in orbit, and maintain the optimal operating state 

of the spacecraft in orbit, so as to improve the safety of the spacecraft. 

5) On-orbit replacement and upgrade through on-orbit services, so as to reduce the difficulty, cycle and 

cost of pre-spacecraft design and manufacturing, and reduce the cost and expense of the whole life cycle. 

As early as the mid-60s of the 20th century, the "on-orbit servicing" was marked by the activities of 

astronauts out of the capsule. In the 60s of the 20th century, the United States and the Soviet Union first carried 

out in-depth research on the concept and technology of "on-orbit servicing,” in the early 80s, in the American 

"Challenger" mission, astronauts used robotic arms to successfully capture faulty satellites and carry out 

maintenance operations, demonstrating the feasibility of on-orbit services, in the 90s, the United States 

successively carried out in-orbit maintenance of the Sun Peak mission satellite and the Hubble Space Telescope, 

and promoted the development and research of related service technologies through specific projects, after the 

90s, The United States, represented by the in-orbit assembly and maintenance of the International Space Station, 

has matured the on-orbit servicing technology. Looking back on the development of on-orbit services (see Figure 

1-1), since the concept of on-orbit services was proposed, the research and development of on-orbit services in 

various countries has never stopped. After more than 50 years of continuous development and breakthroughs, the 

United States, Russia and other space powers have accumulated rich and mature experience in on-orbit servicing 

research and have made a series of achievements that have attracted worldwide attention. 

In recent years, countries (regions) have continued to promote the research of on-orbit servicing projects, 

mainly involving auxiliary orbit change, debris removal, on-orbit fuel filling and life extension, on-orbit assembly, 

and on-orbit maintenance and upgrading. Among them, the United States focuses on on-orbit assembly, on-orbit 

fuel refueling tasks and related technologies, Europe focuses on low-Earth orbit (LEO) debris removal missions 

and related technologies, and Japan and Germany rely on their own advanced robotic arm technologies to carry 

out on-orbit servicing projects. 
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Figure 1-1: The Main Development History of On-Orbit Services 

1.3.1: Debris Removal 

While the development and application of space technology has brought great benefits to global 

development, it has also brought about problems such as space junk and space debris. With the development of 

space activities, the crisis of a major explosion of space debris is also approaching.[7] Space debris, also known as 

space junk, is fully defined as space debris in the 1999 United Nations Space Debris Technical Report: Space 

debris means all man-made objects, including debris and components, located in Earth orbit or re-entering the 

dense atmosphere that are incapable of functioning and for which there is no reason to be expected to perform or 

continue to perform their intended function or any other function approved or likely to be authorized, whether or 

not their owner can be identified.  

Since the Soviet Union launched its first artificial satellite in 1957, as of January 1, 2021, mankind has 

carried out more than 10,000 space launches, put more than 9,000 spacecraft into Earth orbit, and has a total of 

3,372 satellites in orbit around the world. Of all the spacecraft that have been launched, only a little more than 

2,000 are functional, and the vast majority of the others have become space junk due to their loss of functionality. 

By the end of 2020, more than 20,000 pieces of debris over 10 cm had been cataloged by the Space Surveillance 

Network (SSN), accounting for only 0.02% of the total amount of debris.  
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The number of microscopic wastes that cannot be catalogued has reached several thousand tons and more than 1 

billion.[8] Human space activities have caused a large amount of space debris.[9] They operate at high speeds in 

space orbit for long periods of time, and if left unchecked, the threat to spacecraft and space activities will become 

increasingly serious.[10] How to mitigate the adverse effects of space debris on spacecraft in orbit has become a 

prominent issue facing all countries in the world, especially the major space powers.  

In order to cope with the "Kessler effect" that may be brought about by the "haze explosion" of low-earth 

orbit debris that is accelerating, the space powers and the international community will pay more attention to the 

space debris problem and increase measures to deal with the space debris crisis. These measures include 

monitoring, early warning, protection, mitigation and removal of space debris, the most important of which is 

debris removal.[7] Debris removal is primarily a service that uses spacecraft to capture non-cooperative space 

debris in orbit and quickly move it to a target orbital position or to eliminate combustion in the Earth's atmosphere. 

In view of the special geometric and motion characteristics of space debris, a variety of technical means have 

been developed at home and abroad, which can be roughly divided into three categories: transition deorbiting, 

increasing drag deorbiting, and capturing deorbiting according to the different applied forces,[11] as shown in 

Figure 1-2. Figure 1-3 shows the capture and deorbit methods, and the various methods are summarized in Table 

1-1 through the inductive analysis of each method.  

 
Figure 1-2: Classification of Space Debris Removal Means 
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Figure 1-3: Capture and Deorbit Removal in Debris Removal 

Table 1-1: Summary of various debris removal methods 

Debris removal means Orbital height range Remove the target Application 

prospects 

Push off orbit 

to remove 

Laser shift LEO (Ground-

based\Airborne) 

1~10 cm Higher 

Particle beam 

progression 

LEO, MEO, GEO 

(Space-based) 

>20 cm Higher 

The sun sails on LEO, MEO, GEO >10 cm Higher 

Drag increase 

removal 

Expansion foam 

increases resistance 

LEO >10 cm Higher 

The inflator increases 

the resistance 

LEO >10 cm Higher 

Electrodynamic cable 

resistance 

LEO 1~10 nm Average 

Electrostatic force 

increases impedance 

LEO <10 cm Low 

Capture 

removal 

Docking capture LEO, MEO, GEO 0.1~1 m High 

Robotic arm capture LEO, MEO, GEO 0.1~1 m High 

Rope claw / throwing 

spear capture 

LEO, MEO, GEO 0.1~1 m High 

 

With the increasing number of space debris, the probability of space collision is greatly increased, the 

space environment is more severe, and orbital resources are becoming more and more scarce. 
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At present, the world's space powers are vigorously developing debris removal projects, such as the European 

Space Agency's "European Deorbit" (e. Deorbit) project, Germany's "Deutsche Orbitale Servicing Mission" 

(DEOS) project, Switzerland's "CleanSpace One" (CSO-1) project, and Japan's "Space Debris Micro Remover" 

(SDMR) project.[12] 

"European Deorbit" (e. Deorbit) is a 2012 European Space Agency (ESA) proposed engineering project 

to remove large space debris in low orbit to verify the technology of low orbit debris removal, and is an on-orbit 

servicing mission that uses in-orbit spacecraft to capture 800-1,000 km of non-cooperative large space debris 

belonging to the European Space Agency in low-Earth orbit/sun-synchronous orbit (SSO) and quickly move it to 

the Earth's atmosphere for combustion and elimination. 

The " Deutsche Orbitale Servicing Mission " (DEOS) consists of two parts: service satellites and customer 

satellites, which can use a dedicated capture mechanism to capture rolling non-cooperative customer satellites, 

which is a follow-up autonomous satellite technology demonstration project proposed by the German Aerospace 

Center (DLR) in 2007 on the basis of the "Space System Demonstration and Verification Technology Satellite" 

(TECSAS) project. 

The CleanSpace One (CSO-1) project is an in-orbit debris removal test project officially launched by 

Switzerland in 2012 to solve the problem of lack of non-cooperative target location information and difficult 

detection, aiming to demonstrate the active debris removal technology of small satellites by deorbiting the "Swiss 

Cube" (SwissCube). 

The Space Debris Micro Remover (SDMR) is a microsatellite test project being developed by the Japan 

Aerospace Exploration Agency (JAXA) to demonstrate and validate active space debris removal technology, 

using a small satellite gripping robotic arm to capture space target debris and deorbit it using an electric tether. 

1.3.2: Auxiliary Orbit Change 

In order to provide better conditions for space exploration and at the same time save as much cost as 

possible, the United States and other space powers put forward the idea of realizing auxiliary orbit change in 

space in the 20th century. The main purpose of this concept is to reduce the costs associated with space launches. 

Once the auxiliary orbit change is achieved in space, the cost of space activities will be greatly reduced, so that 

humans can achieve more complex space missions in space. 
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Auxiliary orbit change is an on-orbit servicing that helps various target spacecraft to carry out orbit transfer, and 

its orbit change range can be transferred from low Earth orbit to geostationary orbit (GEO) and even deep space 

orbit. 

Auxiliary orbit change (see Figure 1-4) is an important technology to ensure the stable, efficient and high-

quality operation of spacecraft, which not only has important technical significance, but also has more intuitive 

economic benefits. At present, the design and launch of spacecraft are mostly one-time or designed to complete 

a certain task, so its life only ensures the completion of the mission, but with the expansion of the in-orbit mission, 

the spacecraft needs to perform the orbit transfer task, and the use of its own propellant is bound to cause a large 

loss of fuel, and the importance of auxiliary orbit change is highlighted. In recent years, the United States has 

mainly had auxiliary projects such as "Solar Electric Propulsion" Tug (SEP) and "Orbital Mobile Vehicle" (OMV). 

 
Figure 1-4: Schematic Diagram of Auxiliary Orbit Change in On-Orbit Service 

The "Solar Electric Propulsion" Tug (SEP) is an on-orbit servicing project proposed by the National 

Aeronautics and Space Administration (NASA) in 2011 for the purpose of assisting orbit change, mainly using 

advanced solar sail panels and high-efficiency Hall thrusters, and its thruster specific impulse is 10 times that of 

conventional chemical propulsion systems, which can reach 3,000 s, which can provide efficient thrust for large 

deep space probes, focusing on assisting large deep space probes to complete deep space orbit change tasks, and 

can also be used for low Earth orbit auxiliary orbit change tasks. 
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The Orbital Maneuvering Vehicle (OMV) is a low-cost launch device that uses an evolved disposable launch 

vehicle secondary payload adapter to provide small satellites with shared launch opportunities, so as to effectively 

complete a number of on-orbit servicing tasks such as optimizing the deployment of small satellite constellations. 

1.3.3: On-Orbit Filling 

After the traditional spacecraft is launched into orbit, the propellant and each component module are 

solidified, which will cause some problems: first, after the initial propellant is exhausted, even if other systems 

can still work normally, the service life of the spacecraft is about to end; second, in order to save propellant and 

prolong the time of use in orbit, the maneuvering ability of spacecraft is often limited, and it is necessary to have 

the strength to "take it easy"; third, as a large system, the failure of a key component of the spacecraft will cause 

the entire satellite to fail to work, which cannot help but make people feel embarrassed.[14] Table 1-2 shows the 

proportion of propellant required for spacecraft to enter low Earth orbit (LEO) under different missions, and it 

can be seen from the table that in order to complete these space missions, spacecraft need to consume more than 

half of their carrying capacity.[15] 

Table 1-2: Proportion of propellant entering LEO for different missions 

Target orbit Propellant mass ratio 

Geosynchronous Transfer Orbit (GTO) 42% 

Lunar transfer orbit 50% 

Mars transfer orbit 60% 

Geostationary Orbit (GSO) 61% 

The surface of the moon 75% 

In-orbit refueling (see Figure 1-5) refers to the in-orbit operation of using service spacecraft to resupply 

propellant to the target spacecraft in space orbit, that is, to resupply gas and liquid for satellites, space stations 

and other spacecraft, which is similar to the role of "air tanker" and is an important part of the on-orbit servicing 

operation technology system.[14] The demand for human space exploration is increasing day by day, especially 

high-orbit missions and deep space missions will become more and more frequent, and the corresponding fuel 

consumption problem will become more and more prominent. If on-orbit refueling becomes in-orbit refueling for 

spacecraft like a ground car refueling station,[16] through the development of technologies such as in-orbit 

refueling and on-orbit module replacement, the spacecraft can be refueled and faulty parts replaced, which will 

provide a new power source for the spacecraft to re-enter the working state. 
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Therefore, the on-orbit servicing operation technology represented by on-orbit filling has a wide range of 

application prospects.  

 
Figure1-5: Schematic Diagram of On-Orbit Filling in On-Orbit Service 

As the number of in-orbit satellite assets continues to increase, and other components such as antennas 

and payloads can often continue to be used at the end of the satellite's fuel life, the life of the satellite can be 

extended and greater economic benefits can be obtained if the in-orbit server can be used for in-orbit refueling or 

to provide the power system for the target satellite. At present, the United States has "Restore-L" (Restore-L) in-

orbit refill mission, "unmanned life extension vehicle" (MEV) and other research projects, which have the 

characteristics of high flexibility, good upgradeability and low risk, so as to further improve the sustainable use 

of space assets.[12] 

The Restore-L in-orbit replenishment program is a pilot program initiated by NASA's Satellite Services 

Capabilities Office (SSCO) in 2014. The project aims to store and provide fuel for in-orbit spacecraft, because its 

unique system is a fuel transportation system, which can refuel target satellites for a long time and multiple tasks, 

thus effectively validating the on-orbit refueling technology for low-Earth orbit cooperative and non-cooperative 

targets.  
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The Unmanned Life Extension Vehicle (MEV) is a geostationary satellite life extension project proposed 

by US Space and Orbital ATK in 2011. The project uses the GEOStar3 platform and Cygnus rendezvous and 

docking technology, which has the characteristics of high flexibility, good upgradeability and low risk, and can 

be transferred to the next customer spacecraft for further service after separation from the target spacecraft, and 

its rendezvous and docking system can be reused to serve multiple targets, so as to ensure the sustainable use of 

space assets. 

1.3.4: On-Orbit Assembly 

At present, due to the limitation of space launch technology, only small-sized spacecraft or corresponding 

components can be launched, so it is necessary to launch spacecraft accessories into orbit in batches in orbit 

assembly technology and complete the on-orbit assembly task with the help of advanced robotic arm technology. 

On-orbit assembly refers to the connection of different components in space to build a structure, subsystem, 

subsystem unit and other space facilities, or to separate one or more structures and reassemble them, including 

the on-orbit construction, replacement, connection, combination or reorganization of spacecraft, space systems 

and space structures, as small as module replacement, installation and deployment of battery arrays and antennas, 

as well as on-orbit docking of large independent modules, and the construction of larger-scale large-scale space 

structures. According to the scale of the on-orbit assembly task object, the spacecraft on-orbit assembly task can 

be divided into five levels from the top to the bottom layer,[17] as shown in Table 1-3.  

Table 1-3: Spacecraft: In-Orbit Assembly Levels 

Hierarchy name Description Example 

Spacecraft combination A combination of two or more 

spacecraft in orbit: spacecraft 

+ spacecraft = (combined) 

spacecraft 

Automatic Transfer Vehicle 

(ATV), H-2 Transfer Vehicle 

(HTV) and International 

Space Station (ISS) 

combination, etc. 

Functional expansion Add a functional module or 

module to the spacecraft: 

module (module) + spacecraft 

= (assembled) spacecraft 

Autonomous replacement of 

replaceable modules (ORU): 

Engineering Test Satellite-7 

(ETS-7) Orbital Express 
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Continued 

Hierarchy name Description Example 

Whole satellite assembly Module (module) + module 

(module) = (assembled) 

spacecraft 

"Phoenix" program, storage 

and deployment program (in-

orbit manufacturing, assembly 

and deployment of CubeSat), 

"Dragonfly" project 

Module assembly Module (Components) + 

Modules (Components) = 

(Assembly) Modules 

Aggregation of cellularized 

satlets in the "Phoenix" 

program, in-orbit assembly of 

large structures 

In-orbit manufacturing Raw material + raw material = 

(manufactured) parts 

Space assembly of large 

structural systems; SpiderFab 

system, Storage & 

Deployment 

 

There are many space assets, large roles, and high economic value, but failures are also common. At 

present, when the satellite fails or the satellite component technology is backward, the backup satellite can only 

be re-launched for replacement, but the replacement cycle is long and the cost is very high. If satellites can be 

repaired and assembled in orbit to reconstruct space systems, it can reduce economic losses and increase the 

resilience of space infrastructure. 

The development history of on-orbit assembly technology (see Figure 1-6) can be divided into three stages 

by tracing the development process of space on-orbit assembly technology in the past 40 years: the concept 

formation and research stage of space on-orbit assembly technology, the research and exploration stage of manned 

on-orbit assembly technology, and the research and exploration stage of manned on-orbit assembly technology 

and independent assembly technology. On-orbit assembly has a wide range of functions, such as on-orbit docking 

and assembly of space structures, space vehicles or space systems. This in-orbit formation consists of antennas, 

solar arrays, and other attachments that can be operated by other equipment or astronauts. 

In this field, the United States has also carried out a large number of project construction, such as "Phoenix,” 

"Dragonfly,” "SpiderFab,” "Archinaut,” "Robotic Assembly Modular Space Telescope" (RAMST), etc.[18] 

The Phoenix program, which consists of the Payload Orbital Delivery System (PODS), the Tender and 

Satlets, is an on-orbit servicing demonstration and verification project launched by the U.S. Defense Advanced 

Research Projects Agency (DARPA) in 2012 to reuse valuable components from decommissioned geostationary 

orbit (GEO) satellites to build a new spacecraft. Demonstration verifies the technology of extracting and utilizing 

components (antennas, etc.) from end-of-life satellites, which is a sign of the evolution of on-orbit servicing 

technology from low to high orbit. 
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Figure 1-6: Schematic Diagram of an On-Orbit Assembly in an On-Orbit Service 

“Dragonfly,” a spin-off of NASA's Langley Research Center and three commercial companies, is part of 

NASA's 'TippingPoint' ESC series of spin-offs from the Phoenix program in 2015. The project aims to assemble 

and reconstruct large solid-state RF reflectors in orbit, demonstrate the in-orbit assembly technology of 

autonomous antennas, and change the assembly mode of existing satellites. 

"SpiderFab" is a conceptual research project proposed by the U.S. Tether Unlimited in 2012 and funded 

by the NASA Innovative Advanced Concept Project, which will study the concept of space in-orbit manufacturing 

system, and in the future, it will realize the use of 3D printing and other technologies to independently 

manufacture ultra-large space structures and multi-functional space system components in orbit, and at the same 

time use the "SpiderFab Bot" (SpiderFab Bot) to integrate large space structures in orbit to overcome the launch 

limitations of launch vehicles. Changing the way spacecraft are developed and deployed. 

"Archinaut,” also known as "Multifunctional Space Robot Precision Manufacturing and Assembly 

System,” is a technology platform developed by commercial companies such as Northrop Grumman funded by 

NASA in 2015, and also belongs to the series of special topics of NASA's "Emerging Space Capability Turning 

Point.” 
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The project mainly includes a 3D printed additive fabricator, which is mainly used to manufacture and expand 

system structures, and robotic arms, which are mainly used for positioning and in-orbit assembly operations, can 

autonomously maneuver in space, can attach themselves to spacecraft, can be repaired and upgraded by adding 

or removing external components, can also remove and reuse parts from decommissioned spacecraft, and even 

clean up space debris. 

"Robotic Assembly Modular Space Telescope" (RAMST) is a new concept of ultra-large space telescope 

design proposed by NASA Jet Propulsion Laboratory (JPL), NASA Goddard Space Flight Center (GSFC) and 

the University of California in July 2016 in the journal "Astronomical Telescope Instruments and Systems.” 

Performing astronomical observation missions can lay the foundation for future on-orbit assembly tasks of large 

space structures. 

1.4: RESEARCH PROGRESS ON RELATED PLANNING TECHNOLOGIES 

Although the research on intelligent planning of on-orbit servicing tasks is an emerging field of intelligent 

planning application, it is also inseparable from the theoretical and practical basis of existing related problems 

and methods. This section will analyze the current status of research in related fields at home and abroad, compare 

and comprehensively review, and aim to explore the areas that need to be worked on in existing research and 

clarify the focus of this book. 

1.4.1: Intelligent Planning of On-Orbit Servicing Tasks 

1.4.1.1: Development status of intelligent planning 

Intelligent planning of on-orbit servicing tasks is the application of advanced artificial intelligence 

technology to on-orbit servicing task planning, which is a new direction of intelligent development in the field of 

on-orbit servicing task planning. Represented by the United States, foreign countries have been vigorously 

developing the aerospace application of artificial intelligence technology, among which the direction of intelligent 

planning has attracted much attention. In April 2012, the United States announced the strategic roadmap for the 

development of robots, tele-operated robots and autonomous systems,[20, 21]
 which for the first time systematically 

proposed the development direction and key technologies of intelligent on-orbit servicing mission planning.  
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In October 2016, the U.S. National Science and Technology Commission released the U.S. National Strategy 

Plan for Artificial Intelligence Research and Development,[21, 22] which outlines seven development strategies for 

AI and points out the application direction of AI technology in on-orbit servicing mission planning. The U.S. 

Department of Defense and NASA are jointly conducting research on intelligent planning of space in-orbit 

missions to develop an autonomous planning system for in-orbit missions that can be constructed, evolved, and 

capable of autonomous planning for multiple missions.[23, 24] 

At present, the X-37B orbiter, orbit express,[25] Space Maneuverable Vehicle (SMV),[26] Space Operation 

Vehicle (SOV), experimental satellite (eXperimental Satellite System (XSS)[27] and Demonstration of 

Autonomous Rendezvous Technology (DART).[28] The main purpose of which is to explore and develop new 

spacecraft with autonomous detection, tracking, identification and service capabilities, which can quickly 

maneuver to approach the target or rendezvous and dock with the target, and complete various on-orbit 

maneuvering or on-orbit services.[1] In addition, NASA's DS-1 has been equipped with the first spacecraft 

autonomous control system RA (Remote Agent), and with RAX-PS, the satellite can independently generate 

mission planning schemes according to high-level targets, and realize autonomous planning of missions such as 

observation and data transmission.[29] 

The predecessor of China's research on intelligent planning of in-orbit missions is the intelligent 

autonomous control of spacecraft that began in the 80s of the 20th century. Mr. Yang Jiaqi1  once pointed out that 

intelligent control and intelligent planning are the development direction of future aerospace technology, and 

explained in "The Development of Intelligent Autonomous Control Technology in China's Space Program" that 

"due to the problems of traditional control technology in spacecraft attitude and orbit control, various space 

countries have developed autonomous control technology more than 10 years ago, and it is more necessary for 

China to develop this technology.”[30] It can be seen that with the continuous development of intelligent planning 

technology, intelligent planning of on-orbit servicing tasks will have the characteristics of high integration, self-

organization, self-decision-making, and efficient cost ratio, and is bound to become the most effective planning 

method in the future aerospace field.  

 

  

 
1 Yang Jiaqi (1919-2006), a native of Wujiang, Jiangsu Province, an academician of the Chinese Academy of Sciences, a native of the 

International Academy of Astronautics, a well-known expert in automation and space technology in China, one of the main founders of 

automation and control technology and aerospace, and one of the advocates of the Outline of the High-tech Research and Development 

Plan (referred to as the "863 Program").  
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1.4.1.2: Current status of development in areas of concern 

The "target allocation,” "orbital avoidance path planning" and "orbital game strategy planning" that are 

the focus of this book have been developed in the corresponding fields abroad. 

(1) Target allocation related technologies 

Spacecraft target assignment in orbit is the application of Target Assignment (TA) technology in emerging 

fields, and has always been an important research direction in modern warfare and combat force application 

abroad.[31] The United States began relevant research as early as the 50~60s of the 20th century, and institutions 

such as the Massachusetts Institute of Technology and the Institute for Defense Analysis have been committed to 

the study of target allocation, and put forward key technologies such as force optimization and resource allocation, 

and resource allocation in the C4ISR environment.[32] The research on target allocation problems in relevant 

research institutions in the United States mainly originates from traditional theoretical techniques such as linear 

programming, dynamic programming, countermeasure theory and graph theory, but in recent years, with the 

development of environment and tasks, the goal allocation problem has gradually evolved to multi-parameter and 

multi-constraint optimization problems, and the traditional methods will not have the optimal solution in 

polynomial time, resulting in the emergence of a new generation of heuristic intelligent algorithms represented 

by genetic algorithm, ant colony algorithm and tabu search algorithm. Therefore, it provides a new solution for 

such target allocation problems with multi-objective, multi-constraint, non-differentiable, and nonlinear 

characteristics.[33] 

(2) Orbit avoidance path planning related technologies 

As an important technology for spacecraft active defense in orbit, orbital avoidance path planning is being 

developed by foreign aerospace organizations and institutions.[34] For example, after the crash of the space shuttle 

Challenger, NASA began to research on space debris avoidance technology, and successively provided technical 

support for the safe operation of spacecraft through regional early warning methods and avoidance 

technologies.[35] In 2009, eight spacecraft orbital avoidance maneuvers were conducted, of which two were 

spacecraft avoidance and the rest were space debris avoidance. Since 2004, the European Space Agency (ESA) 

has been developing orbital avoidance technologies for the Russian Cosmos-1486 and Cosmos-1424 satellites 

twice, and in 2010 it conducted five avoidance experiments on space debris and spacecraft.[36] The Centre national 

d'études spatiales (CNES) of France has been engaged in the research of space collision avoidance technology 

since the Cerise satellite collided with space debris on July 24, 1997, and carried out six evasive maneuvers in 

2009 and 2010 for potentially dangerous events in orbit.[37] 
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In 2008, the German Space Control Center (GSOC) began to establish a collision warning and avoidance system, 

and in November 2009, the TerraSAR-X satellite used the system to avoid a collision with the debris of the 

Russian Cosmos-2251 satellite.[38] In recent years, the Japan Aerospace Exploration Agency (JAXA) has 

conducted research on satellite collision avoidance maneuver frameworks and technologies for its Advanced Land 

Observation Satellite (ALOS) using TLS cataloging data and radar reconnaissance data.[39] 

(3) Techniques related to game strategy planning 

As an important part of on-orbit servicing task planning, game strategy planning has irreplaceable practical 

significance. At present, the X-37B orbiter, Orbit Express,[25] Space Maneuverable Vehicle (SMV),[26] and 

Experimental Satellite System (XSS)[ 27] and Demonstration of Autonomous Rendezvous Technology (DART)[28] 

are demonstrating and verifying orbital maneuvering spacecraft with fast maneuvering and autonomous approach 

capabilities, and their main purpose is to explore and develop autonomous detection, tracking, and chasing 

capabilities. A new type of spacecraft capable of quickly chasing or rendezvous with targets and completing a 

variety of on-orbit servicing tasks.[1] 

In recent years, universities and industrial departments in China, such as Tsinghua University, National 

University of Defense Technology, Harbin Institute of Technology, Northwestern Polytechnical University and 

Beijing University of Aeronautics and Astronautics, as well as China Aerospace Science and Industry Corporation, 

China Aerospace Science and Technology Corporation and China Electronics Technology Group, have 

continuously increased investment in on-orbit services in close connection with actual needs, and have a strong 

academic level in related fields. For example, Wang et al.[45] proposed a satellite attitude planning method based 

on deep reinforcement learning to obtain the optimal intelligent output of discrete behavior by using the attitude 

angular velocity to stabilize as a reward to obtain the optimal intelligent output of discrete behavior, so as to 

restore the satellite to a stable state. Luo et al.[46] analyzed the breakthroughs made by many scholars in recent 

years in introducing deep learning models into object tracking planning methods and looked forward to future 

research directions in the fields of sample shortage, multivariate classification problems, and real-time computing.  
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Liu Zhao et al.[47] designed a dynamic resource planning method that can avoid co-channel interference by 

combining reinforcement learning methods to reduce the probability of system congestion and further effectively 

utilize channel resources.  

1.4.1.3: Analysis of the current situation 

Intelligence is a new trend and direction in the development of the aerospace field after mechanization 

and informatization. From the relevant research work at home and abroad, it can be seen that artificial intelligence, 

represented by deep learning, reinforcement learning and other theories, is in the ascendant, and its promotion of 

the innovation of task planning methods is undoubted. The on-orbit servicing has the characteristics of highly 

dispersed deployment, high-end intensive means, fast and accurate action, accurate and efficient service, and its 

mission planning has certain particularities, which puts forward some new requirements for the application of 

artificial intelligence technology: 

1) The on-orbit servicing mission planning needs to run through the whole process of on-orbit servicing, 

and the general planning method adopts a one-way solution process of problem description, problem modeling, 

method solving and result evaluation, with obvious progressive characteristics and relatively fragmented 

processes, which is not conducive to solving dynamic and reciprocating planning problems such as orbit games 

between spacecraft. Therefore, it is necessary to innovate the thinking concept, improve the methods and means, 

and explore the use of new methods to build a mission planning technical framework for the whole process of on-

orbit servicing. 

2) At present, the relevant research on on-orbit missions mainly focuses on orbit design and trajectory 

optimization, and the research on the uneven supply and demand quantity, space debris interference, and non-

cooperative target services is still relatively weak. Due to the existence of uncertainties and unexpected factors, 

the on-orbit servicing scheme obtained under the deterministic assumption may not be applicable during the 

implementation process. In the composite service mode, target allocation, spacecraft orbit temporary avoidance 

and spacecraft orbit game are planning problems with obvious uncertainties and suddenness in orbit services, and 

more applicable planning methods can be explored with the help of the advantages of artificial intelligence 

technology in incomplete information processing, dynamic interaction and game update.  

3) The research on task planning methods is usually based on modeling and solving the problem by 

classical optimization after appropriately simplifying the problem. For the solution of the on-orbit servicing 

mission planning problem, it is necessary to pay more attention to the orbital characteristics of spacecraft and 

consider the applicability of the solution algorithm to the composite service mode, the satisfaction of different 

avoidance needs and preferences, and the effectiveness of the bilateral control problem. 
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Trying to integrate the latest artificial intelligence technology to explore the intelligent algorithm for solving the 

problem of on-orbit servicing mission planning will help to further improve the ability of on-orbit servicing 

mission planning. 

1.4.2: Target Allocation Method 

1.4.2.1: Current status of methodological research 

The target allocation method is a method to dispatch in-orbit spacecraft resources for multiple service 

targets to achieve the best allocation effect, which is an important condition to ensure the smooth progress of on-

orbit services in the current informatization and even future intelligent process. At present, it is becoming more 

and more difficult for the artificial target allocation method to meet the task requirements under the condition of 

informatization and intelligence, and the target allocation method with a high degree of automation has become 

an indispensable key technology in various fields. 

Objective allocation problems are essentially nonlinear combinatorial optimization problems, which can 

usually be solved by mathematical methods such as ergodic optimization method, enumeration method, branch 

delimitation method, and secant plane method. However, the solution speed of such mathematical methods 

decreases significantly with the increase of goals and the increase of scale, which makes it difficult for the solution 

accuracy of such traditional methods to adapt to the increasingly complex goal allocation problems. At present, 

the intelligent optimization algorithms represented by genetic algorithm and ant colony algorithm have better 

performance in solving target allocation problems because they have lower requirements for the continuity, 

differentiability and interpretability of the solution function, and also have strong adaptability to uncertainty 

problems. 

(1) Target allocation method based on genetic algorithm 

Genetic Algorithm (GA) is an optimization algorithm proposed by Professor Holland to simulate the 

survival of the fittest and survival of the fittest in nature, which has the advantages of high robustness, good 

parallelism, strong adaptability and global optimization, and has been widely used in backpack problems, 

scheduling problems and travel salesman problems, and has also been widely studied in target allocation problems. 

Wang Wei,[48] Tian Wen,[49] Yang Shanliang[50] and Chang Tianqing[51] and other scholars have studied the target 

allocation method based on genetic algorithm from the aspects of problem coding, population initialization, and 

mutation operation according to the realistic characteristics of the target allocation problem, and achieved good 

allocation results. In addition, scholars such as Wang Lei,[52] Chen Si,[53]
 Liu Zhen[54] and Yan Yuduo[55] have 

adapted the genetic algorithm according to the characteristics of the decision-making behavior modeling and 

optimization problem of target allocation. The global search ability of the algorithm is improved, which further 

improves the solving efficiency of the allocation model.  
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However, due to its unique solution steps such as population initialization, construction of feasible 

solution space, and selection of cross-variation, each link of genetic algorithm will have a great impact on the 

allocation results, resulting in limitations and shortcomings such as irregularities and uncertainties in gene coding, 

long iteration time, easy premature convergence, and falling into local optimal solutions. 

(2) Target allocation method based on ant colony algorithm 

Ant colony algorithm (ACO) is a swarm intelligence algorithm proposed by Italian scholars Colorni A 

and Dorigo M, which is composed of a group of unintelligent or slightly intelligent individuals who exhibit 

intelligent behaviors through mutual cooperation, which has the advantages of distribution, positive feedback and 

robustness, and is widely used in the shortest path problem, traveling salesman problem and sequence ordering 

problem. In terms of target allocation, scholars such as Huang Guorui,[56]
 Wu Congmeng,[57] and Yuan Mei[58] 

used the parallelism and positive feedback mechanism of ant colony algorithm to effectively solve the problem 

of weapon target allocation. In addition, scholars such as Xiong Yu,[59] Cui Lili,[60]
 and Su Miao[61] improved the 

ant colony algorithm, expanded the parallel search space, enhanced the ant local search experience and the global 

population search experience, improved the global search ability of the algorithm, and achieved better results in 

search quality and timeliness.  

However, the search behavior of ant colony algorithm needs to be selected through pheromones, which 

has a strong dependence on the accumulation of pheromones on each path, resulting in a large dependence on 

parameter setting, slow convergence speed of the algorithm and the possibility of falling into the local optimal 

solution, and the obtained results also have some shortcomings in diversity and accuracy. 

(3) Target allocation method based on particle swarm optimization 

The particle swarm algorithm (PSO) was jointly proposed by Dr. Eberhart and Dr. Kennedy. It is an 

evolutionary algorithm that simulates the predation behavior of bird flocks and utilizes the information sharing 

of individuals in the group to make the movement of the entire group from disorder to order in the problem-

solving space. It is widely used in many optimization fields due to its advantages such as few parameters and easy 

implementation. In terms of target allocation, scholars such as Gao Shang,[62] Yang Qisong,[63]
 and Chen H[64] 

combined particle swarm optimization with other optimization algorithms to provide a good idea for solving the 

weapon target allocation problem. In addition, scholars such as Li Xinran,[65]
 Zhang Jiao,[66]

 Fan Chengli[67] and 

Liu Shuangying[68] have improved the particle swarm optimization algorithm from the aspects of optimizing the 

constraint space and defining the particle change rate to balance the conflict between the global optimization 

ability of the algorithm and the convergence speed. This makes particle swarm optimization more suitable for 

large-scale weapon target allocation problems.  
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However, particle swarm optimization usually lacks dynamic adjustment of velocity, is easy to fall into 

local optimum, and cannot effectively solve discrete and combinatorial optimization problems, and needs to be 

used in combination with other optimization algorithms for nonlinear combinatorial optimization problems such 

as target allocation. 

1.4.2.2: Application status in the aerospace field 

The key to the goal allocation problem in the aerospace field is to solve the problem of non-deterministic 

(NP) difficulty in allocating spacecraft resources of different types and different orbits to targets with different 

orbits and priorities, which is also a polynomial complexity for the purpose of achieving maximum efficiency or 

minimum cost. In view of the characteristics of target allocation problems in the aerospace field, some scholars 

have studied the methods of integer programming, genetic algorithm and particle swarming, and some 

representative research results are shown in Table 1-4. 

Table 1-4: Representative research results on spacecraft target allocation methods in orbit 

Year Scholar What to study 

2006 NG et 

al.[69] 

Based on the formal description of the constraints of the data transmission 

resources, the general representation of the linear model of the problem and the 

scheduling objective function are given, and the satellite data transmission resource 

allocation model is established, which effectively reduces the resource conflict 

between the data transmission tasks 

2010 Ouyang 

Qi et al.[29] 

The research on the allocation of on-orbit servicing targets to high-orbit coplanar 

targets is carried out, and a linear programming model with fuel consumption as the 

optimization goal is established, and the optimal time allocation strategy is obtained 

2017 Zhu 

Xiaoyu et 

al.[70] 

Combining the space fuel station technology with the "one-to-many" on-orbit 

refueling problem, a round-trip in-orbit refueling allocation model based on the fuel 

station was constructed, and the genetic algorithm was used to solve the problem 

2017 Xiao Hai 

et al.[71] 

Considering the service efficiency and fuel consumption, a target allocation model 

of multi-orbit service vehicles was established, and a model solving method based 

on tabu discrete particle swarm optimization was proposed 

2017 Zhou H et 

al.[72] 

In this paper, the target allocation problem of spacecraft in-orbit refueling service 

in the "one-to-many" mode is studied, and the orbit transfer fuel consumption is 

taken as the optimization goal, and the genetic algorithm is used to solve the 

problem 

2018 Tan 

Yinglong 

et al.[74] 

2018 Tao et 

al.[75] 

Facing the development trend of unified station-network resource allocation for 

TT&C and data transmission tasks in the future, a station-network resource 

allocation method based on genetic algorithm is proposed, and the simulation results 

show that the method can effectively improve the success rate of resource 

scheduling and the satisfaction of task requirements in a variety of simulation 

scenarios 
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Continued 

Year Scholar What to study 

2019 Li Xiamiao et al.[76] In order to improve the application efficiency of relay satellites and the 

completion rate of data transmission tasks, the relay satellite resource 

allocation model of resumable transmission is considered, and the relay 

satellite allocation model and heuristic algorithm are proposed based on 

conflict risk assessment, and the simulation results of various heuristic 

algorithms are compared, and it is proved that the algorithm can 

effectively improve the task completion rate and reduce resource loss 

1.4.2.3: Analysis of the current situation 

Target allocation methods based on genetic, ant colony or particle swarm algorithms have the advantages 

of strong robustness, good optimization effect and easy implementation, and have been widely used in nonlinear 

combinatorial optimization problems such as backpack, scheduling and traveling sales. Although spacecraft target 

allocation in orbit is a nonlinear combinatorial optimization problem, it needs to be more combined with the 

practical problems of on-orbit servicing, focusing on the current situation of many scattered objects and limited 

on-orbit servicing force, and considering the conditions such as assignment constraints, burnup constraints and 

timeliness constraints, which makes the application of conventional methods have certain shortcomings: 

1) The conventional method seldom considers the influence of different allocation modes on the effect of 

target allocation, while in the actual target allocation, there are complex temporal characteristics such as pros and 

cons between different allocation modes and parallel serial execution relationships. Therefore, it is necessary to 

consider and select the most suitable allocation mode according to the actual situation in the target allocation. 

2) The main purpose of conventional methods is to obtain the optimal feasible solution, and the 

comprehensive consideration of factors such as fuel consumption, timeliness and robustness that restrict the 

allocation strategy is relatively rare. However, in the allocation of spacecraft on-orbit targets, it is necessary to 

consider the assignment constraints, burn-up constraints and timeliness constraints as a whole to generate an 

allocation strategy with fuel saving, high timeliness and robustness, and minimize the possibility of strategy 

readjustment in the implementation process. 

3) The polymorphism of constrained space is a significant feature of the spacecraft on-orbit target 

allocation process, and the conventional methods often weaken or simplify the constraints, and little consideration 

is given to the influence of different constraints. Therefore, it is necessary to fully consider the influence of various 

constraints on target allocation and study the target allocation method under multi-objective and multi-constraint 

conditions. 
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1.4.3: Circumvention of Path Planning Methods 

(1) Current status of methodological research 

The basis of orbital avoidance path planning is path planning. The basic methods of path planning research 

and implementation at home and abroad can be roughly summarized into global path planning methods and local 

path planning methods based on the control of surrounding environment information. Global path planning refers 

to the method of establishing a suitable environment model based on the known information and then planning a 

suitable path based on the complete knowledge of the global environment information without the need for real-

time update of the environment. Typical global planning methods include the visual method1, the grid method2, 

and the free space method 3 , among which A*4[79, 80] and Dijkstra 5[81-84] are used. Algorithms are the most 

commonly used. Global path planning, because the environmental information is known in advance, no longer 

needs to collect a large amount of surrounding environment information, which can reduce the amount of 

calculation, but its planning effect is closely related to the division of environmental granularity. Local path 

planning is an online planning method6, which refers to the method of collecting surrounding environment 

information in real time and dynamically updating the path without fully understanding the surrounding 

environment. Typical local planning methods include artificial potential field method7 and,  

 

 

 

 

  

  

 

 

  

 
1 The visual method is to link the points of the starting point and obstacle with the target point to form a closed connection map, which 

is a method to convert the path search into the shortest distance problem from the starting point to the end point. 
2 The grid method is a method of dividing the spatial area into network units (grids) with binary information, and the units are connected 

to each other but do not overlap, and the obstacles are labeled 
3 The free-space method is a method that treats a moving object as a point, enlarges the obstacle according to a certain proportion, and 

expresses the space as a graph structure, and then conducts a graph search. 
4 A* algorithm is an algorithm that combines heuristics and formalization, which has the advantages of small time overhead, but has the 

disadvantages of heuristic rules that are not easy to obtain, large memory consumption, and large state dimensionality. 
5 Dijkstra algorithm is a path search method that starts from the starting point and finds the shortest distance of the next node to the 

target point, which is suitable for structured environments, but has the shortcomings of high complexity, blind search, and low search 

efficiency.[26] 
6 Online planning method: focus on relying on the sensor to obtain the current environment information, the information is constantly 

updated with the change of the environment, so it is necessary to continuously collect information and dynamically feedback the 

correction information. 
7 The artificial potential field method is a path planning method that sets the environment of the moving body as a virtual electric 

potential field and is subjected to positive and negative gravitational potential fields. 
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genetic algorithm 1, ant colony algorithm2, Voronoi graph method3, and fuzzy logic algorithm.4[85-87] Local path 

planning is carried out when the environmental information is completely unknown or partially unknown, and 

has the advantages of strong real-time performance and fast response speed.[88, 89]  

The Artificial Potential Field (APF) method is one of the local path planning methods, and the 

characteristics of other local path planning algorithms are shown in Table 1-5. In contrast, the artificial potential 

field method has the advantages of clear mathematical description, fast operation, small amount of calculation, 

low hardware requirements, and smooth planning path,[90] and is currently widely used in the path planning 

research of unmanned aerial vehicles, unmanned vehicles, bionic humans, etc., and some representative research 

results are shown in Table 1-6.  

Table 1-5: Comparison of local path planning methods 

Path planning methods Advantages Shortcomings Scope of application 

Artificial potential field 

method 

The planning speed is 

fast, the amount of 

calculation is small, the 

real-time avoidance is 

strong, and a smooth path 

can be obtained 

The target is unreachable, 

and it is easy to fall into a 

local minimum 

 

Real-time online planning 

 

Genetic algorithms Strong flexibility, good 

robustness, and a wide 

range of applications 

The calculation time of 

the model is long, the 

accuracy is insufficient, 

and the timeliness is 

insufficient 

Offline planning 

 

Ant colony algorithm It is easy to implement, 

parallel distributed, and 

robust 

There is the problem of 

early maturity and 

convergence, and it is 

easy to fall into the local 

minima trap 

Parallel distributed 

planning 

 

Voronoi diagram Easy to implement, time-

sensitive, and compatible 

The resulting path is not 

smooth enough 

Offline planning 

 

Fuzzy logic algorithms Strong adaptability to the 

unknown environment, 

and effective response to 

uncertain situations 

The robustness is poor, 

the accuracy of the 

obtained path is not high, 

and the stability is poor 

Online planning 

 

 

 

 

 

 
1 Genetic algorithm, by simulating the natural evolution process, according to the preferential search theory, using the selection, 

intersection, and mutation methods to screen the optimal path. 
2 Ant colony algorithm is a biomimetic algorithm that imitates ants foraging for food and finds the optimal path between them and food. 
3 The Voronoi diagram method, also known as the Thiessen polygon method, divides the spatial region into N and converts each region 

into a set of points, so as to find the shortest distance between points. 
4 Fuzzy logic algorithm, which combines intelligent methods and fuzzy control to simulate the thinking mode of the human brain. 
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Table 1-6: Representative research results on the artificial potential field method to solve the path planning 

problem 

Year Scholar What to study 

2016 He Renke et al.[91] In order to solve the problem of route planning in complex environment 

and high-dimensional space, a UAV route planning method based on 

simulated situation field was proposed, which effectively shortened the 

path length and calculation time, and improved the safety of route 

planning 

2018 Yang Lichun et al.[92] A route planning method based on artificial potential field is proposed, 

which improves the ability of the aircraft to cope with dynamic 

environmental changes and solves the problem that the traditional 

artificial potential field method is easy to fall into the local minimum 

2019 Shang Pu[93] In order to further solve the obstacle avoidance problem in the flight 

path, the path planning and obstacle avoidance research were carried out 

based on the artificial potential field method, and the obstacle avoidance 

equation of the repulsion field function was constructed, which 

improved the shortcomings of the traditional method that are easy to fall 

into the local minimum 

2019 Cheng Zhi et al.[94] In view of the shortcomings of the traditional artificial potential field 

method in the path planning, an improved artificial potential field 

method was proposed, which further improved the planning efficiency 

of the obstacle avoidance path 

2019 Jia Zhengrong et al.[95] In view of the shortcomings of the artificial potential field method in the 

application of complex obstacle avoidance, a path planning method 

based on obstacle convex optimization was proposed, which improved 

the problem of falling into the local minimum 

2020 Xu Xiaoqiang et al.[96] In order to further improve the problems of the traditional artificial 

potential field method in the path planning of local minimum points and 

trap areas, an improved artificial potential field method was proposed, 

which enabled the robot to react before falling into the local minimum 

point or trap area, and improved the algorithm rate 

 

In addition, in the practical application of the path planning method, the expression of spatial coordinates 

should also be considered, which is related to the complexity and computation of the entire path planning model. 

As a global coordinate system, the sampling timeliness and path fitting difficulty of Cartesian coordinate system 

are affected and restricted by the length of the trajectory, which makes the path planning model relatively complex. 

During the 2007 DAPRA Challenge, a coordinate system called Frenet was successfully applied,[97, 98] which 

solved the problem that the relative position of the driving carrier and the road in the path planning technology is 

not easy to represent, and has become the main spatial modeling method for intelligent driving in recent years. 

Table 1-7 lists some of the representative research results.  
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Table 1-7: Representative research results on the application of Frenet coordinates in path planning 

Year Scholar What to study 

2012 Werling M et al[99] In order to solve the problems of autonomous lane change, lane merging and 

distance maintenance of autonomous vehicles driving along highways, an 

autonomous driving trajectory model based on Frenet coordinate system was 

proposed, and a path safety and comfort penalty function with speed change 

rate as the core was constructed, so that the vehicle movement path with 

smooth, comfortable and safer vehicle movement could be selected 

2019 Wang Wei et al.[100] Based on the Frenet coordinate system, the problems of path following and 

lane line detection of autonomous driving are further studied, and the 

adaptability to the complex and changeable actual traffic environment is 

improved 

2019 Long Xiang et al.[101] 

2019 Wang Shajing[102] Based on the Frenet coordinate system, the problem of vehicle motion 

trajectory description is studied, and it is concluded that Frenet coordinates 

are only related to the selection of reference lines, and the trajectory fitting 

calculation is simple, which greatly simplifies the motion description model 

and improves the calculation efficiency, which is a high-performance and 

low-overhead spatial modeling method 

2015 Zhao Ningning et al.[103] The Frenet coordinate system is applied to unmanned surface vehicles, 

spacecraft, aircraft carriers and other fields, which opens up new ideas for 

path planning research 

2018 Su Fei et al.[13] 

2019 Yan Yongsuo[105] 

 

(2) Application status in the aerospace field 

With the increasing demand for spacecraft orbital maneuvering and the continuous expansion of on-orbit 

services, the avoidance path planning technology, as the main active defense measure of spacecraft, will be an 

important guarantee for the safety of on-orbit services in the future. Table 1-8 lists the representative research 

results of some of the application of the avoidance path method in the aerospace field. 

Table 1-8: Representative research results on the application of the avoidance path method in the aerospace 

field 

Year Scholar What to study 

2010 

2011 

Guo Yanning et al. 

Qian Yu and others 

In order to solve the problem of spacecraft active defense in orbit, a pulsed 

optimal trajectory nonlinear programming model for the avoidance-return orbit 

planning problem was established, and the spacecraft avoidance path planning 

was studied by using potential function and other methods, revealing the 

influence of the avoidance maneuver of the spacecraft on fuel consumption, 

maneuvering distance, return time and other factors.[106, 107] 

2012 

2013 

Yao Dangnai, et al. 

Sang Charl Lee et al. 

Zhang Jingrui et al 

The relative motion model of spacecraft and space target is studied by using 

artificial potential field and other methods, and the maneuvering strategy of 

spacecraft active avoidance of space targets at close range is proposed, which 

effectively verifies the effectiveness of spacecraft proximity autonomous 

avoidance strategy.[108-110] 
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Continued 

Year Scholar What to study 

2014 

2015 

LEE U et al 

Miao Yuanming and 

others 

HU Q et al. 

In this paper, the spacecraft orbit avoidance path planning problem under 

multi-constraint space is studied, and the avoidance path planning problem 

is transformed into an optimization problem, and the spacecraft orbit 

avoidance path planning method is proposed by using proportional 

differentiation and artificial potential field, which effectively improves the 

effectiveness of obstacle avoidance, obstacle area, or forbidden area.[111-113] 

2017 Yu Dateng and others 

DONG H, et al. 

In view of the increasingly serious threat of non-cooperative rendezvous 

faced by spacecraft, the linear relationship between the maneuvering pulse 

and relative motion of spacecraft is analyzed, and the effective avoidance 

strategies and methods of spacecraft in the face of non-cooperative 

rendezvous are studied, which is helpful to improve the space survivability 

of spacecraft.[114, 115] 

2018 Su Fei and others 

FAN SHIPENG et al. 

SHEN Q et al. 

In view of the dangerous intersection of spacecraft in orbit, the optimal 

avoidance method of spacecraft in-plane maneuver is studied by drawing on 

the idea of artificial potential field, and the optimal avoidance pulse is 

obtained under the premise of ensuring the lowest collision probability, and 

the effectiveness of the method is verified by two-dimensional plane 

trajectory simulation analysis.[13, 116-118] 

2020 Li Haohao et al 

Yun Chaoming et al. 

Wang Guogang et al. 

Carmen Pardini et al. 

In view of the active approach threat of spacecraft with active maneuvering 

capability to the target spacecraft, the collision between spacecraft and other 

space targets is analyzed, the spacecraft active avoidance methods and 

strategies are studied, and the effectiveness and feasibility of the collision 

avoidance strategy are verified.[119-122] 

 

(3) Summary of the current situation 

Path planning methods based on Dijkstra, RRT or Voronoi graphs have the advantages of strong search 

ability, simple structure and easy implementation, and have been widely used in unmanned aerial vehicles (UAVs) 

and unmanned vehicles. In contrast, there are few studies on the path planning method in spacecraft orbit 

temporary avoidance, but the dynamics and control strategies of orbit avoidance have been studied in depth at 

home and abroad,[109, 114, 161] which provides a solid technical foundation for the realization of avoidance path 

planning. In the planning of spacecraft orbital temporary avoidance path, it is necessary to pay more attention to 

the prominent risk of untimely space debris attack and avoidance, and the timeliness of orbit avoidance and the 

optimality of fuel consumption should be considered while successfully avoiding space debris,[112, 163, 164] which 

makes the direct application of conventional methods have certain limitations: 

1) Combined with the temporary event characteristics of orbit avoidance, how to systematically analyze 

the avoidance strategies and behavioral decisions after the occurrence of space debris disturbance events; how to 

construct a relative motion coordinate system reasonably; how to use path planning methods for scientific 

planning; there are relatively few existing studies addressing these issues. 
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2) The artificial potential field method has the shortcomings of local minima and oscillation, coupled with 

the unique orbit characteristics of space and the different needs and preferences of spacecraft to avoid space 

targets, so that the artificial potential field method is not suitable for directly solving the problem of autonomous 

planning of orbit avoidance paths, but there are few improved studies related to it. 

3) Space debris attack events have the characteristics of suddenness, coupling and destructiveness, and 

how to take into account the factors of avoidance safety, fuel consumption, minimum offset and braking time 

when planning the avoidance path; how to meet different preferences and multiple constraints; these are all 

questions that deserve further in-depth exploration. 

1.4.4: Gambling Strategy Planning Methods 

1.4.4.1: Current status of methodological research 

In the study of game problems, although classical guidance control theory,[123] optimal guidance theory,[124] 

and modern nonlinear guidance theory can be used, they are mostly restricted by factors such as strong target 

maneuverability and changeable maneuvering laws.[125] As a result, the theory of differential countermeasures has 

become the mainstream method at present. The differential countermeasure theory can establish a game model 

between the two sides based on the optimal control theory of bilateral adversarial measures and can consider the 

incomplete information and symmetry degree in the game between the two sides, which is more suitable for this 

kind of continuous time dynamic game problem.  

The earliest development of differential countermeasures originated from the study of the "pursuit and 

escape problem,” which is a subfield of countermeasure theory under the constraints of differential equation 

dynamics, and is currently mainly focused on the military field or the study of confrontational factors.[127-131] Due 

to the high complexity and dimensionality of the differential countermeasure problem, numerical methods such 

as target method, coordination method and intelligent optimization algorithm are usually used to solve the 

problem.  

(1) Target method 

As a common method to solve the problem of differential countermeasures, the target method takes the 

necessity of finding the saddle point of the differential countermeasure problem as the starting point, and 

continuously modifies the initial conditions to make the differential equation satisfy the boundary value condition. 

For example, scholars such as Qu Xiangju,[132] Wang Hua,[133] Feng Haoyang[134] and Peng Kun[135] have studied 

the solution method based on the target method for the problem of flight differential strategy, which greatly 

improves the computational efficiency.  
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Zhang Qiuhua,[136] Peng Qiqing,[137] Liao Yihuan[138] and Zhang Zixiong[139] combined the target method with 

genetic algorithm or Gaussway Popularization Law to solve the problem of orbital game between spacecraft. A 

hybrid optimization strategy is proposed to improve the problem convergence, obtain the optimal control strategy 

for both adversarial sides, and ensure the accuracy and robustness of understanding.  

By using the target method to solve the problem of differential countermeasures, the saddle point value 

can be obtained directly while obtaining the high-precision numerical solution. However, due to the complexity 

of the differential equations, the complexity of the constraint space and the nonlinearity of the boundary value 

conditions, it is difficult to solve the corresponding boundary value problem.[127] In addition, since the core of the 

target method is the improved Newtonian iterative method, the selection of the initial value requires a deep 

understanding of the kinetic model, otherwise it may lead to the difficulty of the algorithm convergence.  

(2) Matching method 

Different from the target method, the matching method transforms the differential countermeasure 

problem into an optimal control problem and seeks the zero point of the algebraic equation and boundary 

conditions through optimization methods such as quadratic programming or gradient recovery to obtain the 

optimal solution. For example, scholars such as Li Longyue,[140, 141] SHIMA T,[142] and Yu Jianglong[143] studied 

the modeling process and solution method of the pursuit and escape problem based on the theory of differential 

countermeasures, established an orbital game model, and proposed a solution method by using the coordination 

method. Scholars such as Zhao Jisong,[144] Xue Guohao[145] and Zhu Yingxuan[146] used the coordination method 

to solve the problem of differential countermeasures, and proposed corresponding planning methods, so as to 

ensure the accuracy and fast calculation speed, which can meet the needs of real-time game tracking optimization.  

Although the coordination method is better than the target method in terms of convergence, its solution 

time and calculation accuracy are heavily dependent on the initial value, and it faces problems such as dimensional 

explosion and small convergence domain. In addition, in the differential countermeasures in the aerospace field, 

the solution process is different from the general maximum or minimum countermeasure problem, because the 

saddle point needs to consider the optimal control quantity of the two parties' strategy selection, which will involve 

the strategic equilibrium problem of the dynamic control of the two sides, which also makes the coordination 

method have shortcomings in convergence speed and accuracy. 

(3) Intelligent optimization algorithm 

Modern intelligent optimization algorithms, represented by genetic algorithms, ant colony algorithms, and 

neural networks, are derived from human simulations of natural phenomena, and have the advantages of not being 

easy to fall into local minima, and have a wider range of applications. For example, scholars such as Rauwolf G 

A,[147] Coverstone Carroll [148] and Larry D D [149] have used genetic algorithms to solve differential 

countermeasures for extra-atmospheric orbit transfers and have achieved many research results.  
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Later, scholars such as Chen G,[150] Kumar G N,[151] Zeng Guoqiang,[152] and Wang Jie[153] improved the genetic 

algorithm and applied it to solve other differential countermeasures such as satellite orbit change. In addition, 

scholars such as Qingzhen Z,[154] Xie Lei,[155] Ozan,[156], Wang Yin,[157] and Cheng Lin[158] have used ant colony, 

Simulated annealing and neural networks have been used to study the differential countermeasures of orbital 

transfer.  

The modern intelligent optimization algorithm avoids the initial value guessing problem of the indirect 

method and has a broad application prospect. However, when solving the actual parameterization problem, 

intelligent optimization algorithms such as genetic algorithm often have the problem of precociousness, that is, 

individuals with large adaptability lose their diversity prematurely due to rapid diffusion, thus facing the problem 

of local optimality and unable to ensure the convergence of the objective function in a limited time. 

1.4.4.2: Application status in the aerospace field 

The on-orbit servicing of spacecraft to non-cooperative targets is a deep integration of optimal control and 

dynamic game, which can be described as an orbital game problem.[165] It is a typical sequential decision oriented 

to incomplete information, which is a dynamic game process in which the optimal behavior is taken under the 

condition of only knowing one's own state and the current finite state of the opponent, and not knowing the future 

behavior strategy of the other party. In view of the problem of continuous dynamic conflict between the two sides, 

some scholars at home and abroad have studied it through differential countermeasures. In contrast, the relevant 

research in foreign countries started earlier and achieved certain results,[167, 168] while the domestic research on 

spacecraft orbit game started late, and some scholars have begun to carry out related research in recent years, and 

the representative research results are shown in Table 1-9.  

Table 1-9: Representative research results on the application of orbital game in the field of aerospace 

Year Scholar What to study 

2014 Zhang Qiuhua et 

al. 

The strategy problem in the orbital game of two spacecraft is 

described by applying the differential countermeasure theory, and the 

countermeasure research is transformed into a high-dimensional time-

varying nonlinear two-point boundary value problem for numerical 

solution.[136] 

2016 Wang Qiang et al. The interception rendezvous at the end of the satellite is regarded as 

tracking and escape, and transformed into a zero-sum differential 

countermeasure problem, and the interception miss-target amount and 

fuel consumption are used as the quadratically optimal objective 

functions to derive the satellite orbit suboptimal control strategy.[169] 
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Continued 

Year Scholar What to study 

2016 Chang Yan et al The quantitative differential countermeasure method is used to analyze the 

differential countermeasure problem of space rendezvous chasing under 

continuous thrust, and a method to solve the differential countermeasure 

problem by nonlinear programming is proposed.[165] 

2017 Zhu Hai et al Considering the orbital game problem between spacecraft as a zero-sum 

differential countermeasure problem, the saddle point solution method of the 

differential countermeasure problem is studied, and the optimal control law of 

the chase game is proposed, so as to extend the solution method of the orbital 

chase game problem.[171, 172] 

2019 Wu Qichang et al. In order to solve the hot problem of spacecraft chasing game, the pursuit strategy 

was studied by using the survival countermeasure theory, and a numerical 

solution method of the chasing strategy based on ant colony algorithm was 

proposed.[173] 

2019 Sun Songtao et al. 

Hao Zhiwei et al. 

In order to solve the time-fixed orbit chase problem, a two-party optimal control 

strategy solution method is proposed based on the semi-direct point matching 

method, which improves the convergence of the two-point boundary value 

problem and brings a new idea for the differential countermeasure problem of 

chase game.[174-177] 

2019 Zhao Lin et al. In order to study the orbital game problem of spacecraft in three-dimensional 

space, combined with the theory of differential countermeasures, the description 

of the optimal control strategy of the tracker is obtained.[178] 

2020 

2021 

Wang Chunbao et al. 

Feng Haoyang et al. 

Wang Yuqi et al. 

 

The process of spacecraft rendezvous and terminal interception is regarded as a 

kind of differential game problem, and then the game strategy method is studied 

based differential game theory, which provides a simple, efficient and stable 

calculation method for strategy solution.[179, 134, 181] 

2020 Luo Ya et al. This paper reviews the research status of spacecraft orbit game based on 

differential countermeasures, sorts out the development context and current 

research hotspots of differential countermeasure theory, and looks forward to 

the follow-up research direction of spacecraft orbit game.[126] 
 

1.4.4.3: Summary of the current situation 

Strategic planning of orbital games has always been a difficult and thorny problem because it involves 

complex differential equations, nonlinear constraints, and incomplete information assumptions.[141, 183] The 

solution is based on the target method, the matching point method or the intelligent optimization algorithm, which 

has the advantages of simple model structure, mathematical analysis and calculation, and has a good application 

effect for the optimal control problem. Although the real-time planning of spacecraft orbit game strategy is an 

optimal control problem, it reflects more of the sequential game process of the two sides, and it is necessary to 

focus on the continuous dynamic interaction characteristics of the two sides, which makes the application of 

conventional methods have certain shortcomings: 

1) Through the in-depth combing and analysis of the existing relevant literature, it can be seen that the 

real-time planning of spacecraft orbit game strategy is still a relatively new field, and the existing research is still 

in its infancy, and the existing results have not yet formed a complete and systematic theory and method. 
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2) In the application of existing differential countermeasures, most of them assume that both sides of the 

game know exactly the payment function of each other, while in the spacecraft orbit game, the two sides often 

cannot know the purpose of the opponent's game, which is an incomplete information differential game, and it is 

urgent to develop new research methods on the basis of the existing theories and methods. 

3) With the rapid development of the new generation of artificial intelligence methods represented by deep 

reinforcement learning, according to its advantages in self-learning and self-optimization, decision-making 

control problems are not limited by task mode, and have been widely used in military, computer, transportation 

and other fields, and remarkable results have been achieved.[184-187] Although these studies have enabled the 

application of deep reinforcement learning algorithms in the field of control decision-making, they still face 

similar problems as tabular reinforcement learning in continuous space applications, that is, the number of 

operations that need to be explicitly represented increases exponentially with the increase of the number of 

operation dimensions, which needs to be further studied and improved. 

  

1.5: THE CONTENT AND CHAPTER ARRANGEMENT OF THIS BOOK 

1.5.1: Contents of the Book 

In view of the outstanding risks of on-orbit services, such as uneven supply and demand, space debris 

disturbance, and non-cooperative target services, this book is supported by the most advanced artificial 

intelligence technology, and generally expounds an intelligent planning research framework for the whole process 

of on-orbit services in accordance with the discussion idea of "raising problems, analyzing problems, providing 

methods, and verifying and analyzing,” and on this basis, it focuses on "on-orbit target allocation under the 

composite service mode,” "spacecraft orbit temporary avoidance path planning" and "spacecraft orbit game 

strategy real-time planning" method. 

(1) Research framework for on-orbit servicing mission planning 

In view of the actual demand that mission planning should run through the whole process of on-orbit 

servicing, the relevant concepts of mission planning are defined, and the disposal of mission planning for the 

whole process of on-orbit servicing is explored. This paper analyzes the needs of on-orbit servicing task planning, 

focuses on difficult problems, and puts forward the main contents of this book: taking into account the general 

solution method of task planning, and introducing a research framework for task planning that uses intelligent 

methods to construct the whole process of on-orbit servicing. 

  



China Aerospace Studies Institute 

37 

(2) Research on on-orbit target allocation under composite service mode 

In view of the problem of "nonlinear combinatorial optimization" presented by spacecraft on-orbit target 

allocation, this paper explores how to construct a target allocation model considering both execution benefit and 

energy consumption efficiency, and studies how to give full play to the autonomous computing advantages of 

forward transmission and reverse training of Deep Q Networks algorithm, which is suitable for spacecraft on-

orbit target allocation. This paper introduces an optimization method that can allocate targets based on prior 

information such as target priority, service success probability, and fuel consumption estimation in the composite 

service mode. 

(3) Research on the planning of spacecraft orbit temporary avoidance paths 

In view of the problem of "multi-limited shortest path" presented by the temporary avoidance of spacecraft 

orbit, a space motion model that can not only express the relative motion of space debris but also take into account 

the absolute motion along the set transfer orbit is explored, and how to give full play to the advantages of simple 

description, fast operation and real-time avoidance of artificial potential field method to solve the problem of 

temporary avoidance path planning of spacecraft orbit. In this paper, a path optimization model that can 

comprehensively consider the factors of target avoidance, fuel saving, minimum offset and braking flexibility is 

studied, and a spacecraft orbit temporary avoidance path planning method that can meet different avoidance needs 

and preferences is introduced. 

(4) Research on real-time planning of spacecraft orbit game strategy 

In view of the problem of "continuous dynamic interaction" presented by the orbital game between 

spacecraft, this paper tries to combine the dynamic game with optimal control to effectively solve the problem of 

sequential game, explores a differential countermeasure model that can effectively describe the interactive motion 

between spacecraft, and studies a branched deep reinforcement learning architecture with multiple sets of parallel 

neural networks and shared decision-making modules. This paper introduces a real-time planning method of 

orbital game strategy that can cope with the dynamic interaction between the two sides, high autonomy and timely 

decision-making. 

(5) Design and application of on-orbit servicing mission planning system 

Based on the application requirements of on-orbit servicing experiments and ground simulation training, 

the foundation, requirements and key points of the construction of the mission planning system are studied, and 

the application requirements of the on-orbit servicing mission planning system are clarified. 
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Design the system architecture of the task planning system, build the functional architecture of the task planning 

system, and realize the systematization, modularization, easy operation, easy expansion and easy maintenance 

characteristics of the system; based on the case scenario, the on-orbit servicing task planning system is used to 

test the feasibility and effectiveness of the intelligent planning method for on-orbit servicing tasks, so as to better 

meet the needs of on-orbit servicing task planning, so as to provide strong support for on-orbit experiments or 

ground simulation training. 

 

1.5.2: Chapter Arrangement 

According to the research content, the book is divided into seven chapters, which are developed in the 

order of research question formulation (Chapter 1), problem analysis (Chapter 2), methodological research and 

case verification (Chapter 3 to 5), and system design and application (Chapter 6), and finally summary and outlook 

(Chapter 7), as shown in Figure 1-7.  

 
Figure 1-7: Chapters in This Book 

Chapter 1 is the introduction. Raise questions, describe the research background, elaborate relevant 

concepts, analyze the development status and shortcomings of related task planning methods, and give the main 

content and chapter arrangement of this book.  
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Chapter 2 is a research framework for on-orbit servicing mission planning. Facing the whole process of 

on-orbit servicing, on the basis of the overview of on-orbit servicing task planning, the demand analysis is carried 

out and the research content is clarified, and the intelligent method is introduced to construct the research 

framework of on-orbit servicing task planning. Chapter 3 is a study on the allocation of on-orbit targets under the 

composite service mode. Based on the research framework of intelligent planning, facing the needs of pre-

planning and disposing of situation, meeting the characteristics of composite service mode, and giving full play 

to the autonomous computing advantages of forward transmission and reverse training of Deep Q Networks to 

solve the problem of spacecraft target allocation in orbit, through the description and modeling of target 

assignment problems, an autonomous target allocation algorithm based on improved Deep Q Networks is 

introduced, and the comparative advantages and applicability of the algorithm are tested through case analysis. 

Chapter 4 is a study on the planning of temporary avoidance paths in spacecraft orbits. Based on the 

research framework of intelligent planning, facing the needs of temporary planning situation disposal, coping 

with the problem of space debris attack, and giving full play to the advantages of rapid operation and real-time 

avoidance of artificial potential field method to solve the problem of spacecraft orbit temporary avoidance path 

planning, through the description and modeling of orbit avoidance problem and the description of orbit avoidance 

maneuver based on Frenet coordinate system, an orbit temporary avoidance path generation algorithm based on 

Frenet and improved artificial potential field is introduced. The comparative advantages and applicability of the 

algorithm are tested through case analysis. 

Chapter 5 is a study on real-time planning of spacecraft orbit game strategy. Based on the research 

framework of intelligent planning, facing the needs of real-time planning situation disposal and coping with non-

cooperative goals, this paper takes the combination of dynamic game and optimal control to effectively solve the 

spacecraft orbit game problem, carries out the analysis of the existence and consistency of orbit game problem 

description and modeling, and equilibrium strategy, introduces an orbital game strategy solving algorithm based 

on branched deep reinforcement learning, and tests the comparative advantages and applicability of the algorithm 

through case analysis. 

Chapter 6 is the design and application of the system for the planning of on-orbit servicing missions. 

Based on the requirements of on-orbit servicing and ground simulation application, the foundation, requirements 

and key points of the construction of the mission planning system were introduced, the architecture of the mission 

planning system was designed, and the functional page of the mission planning system was constructed. Based 

on the case scenario, the feasibility and effectiveness of the intelligent planning method for on-orbit servicing 

tasks are comprehensively tested. 

Chapter 7 is the outlook. This paper summarizes the main work of the research in this book and looks 

forward to the next research direction.  
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CHAPTER 2: RESEARCH FRAMEWORK FOR ON-ORBIT SERVICING MISSION PLANNING 

On-orbit servicing mission planning mainly refers to the scientific planning and planning of elements and 

activities such as target allocation, orbital maneuvering, and service implementation of in-orbit spacecraft. Task 

planning, characterized by dynamic interaction, is always closely related to its planning needs, and the pursuit of 

timeliness, controllability and autonomy constitutes the internal driving force for the development of intelligent 

planning. It is helpful to clarify the classification and characteristics of on-orbit servicing task planning, stage 

division and problem description, situation disposal and planning process, analyze the planning needs and difficult 

problems, and analyze the general solution methods and their solution difficulties, which will help to further grasp 

the core essence of mission planning and put forward a research framework based on intelligent planning. 

2.1: OVERVIEW OF ON-ORBIT SERVICING MISSION PLANNING 

According to the implementation process, the on-orbit servicing task can be divided into three stages: 

target allocation, orbital maneuvering and service implementation. On-orbit servicing task planning can be 

divided into three steps: pre-planning, real-time planning and real-time re-planning, and can be divided into four 

steps according to the planning process: information elements, target decomposition, constraint analysis and 

decision-making calculation. 

2.1.1: Overview of Phases and Planning 

In the face of the complexity of the environment, the continuity of the mission, and the dynamic variability 

of the service objectives, the on-orbit servicing requires mission planning to run through the beginning and end 

of the on-orbit servicing. For such a long-duration mission planning problem, a phased classification planning 

strategy is adopted to divide an on-orbit servicing task into three stages: target allocation, orbital maneuver and 

service implementation,[188] and each stage corresponds to a specific mission planning problem. Figure 2-1 shows 

the phases of on-orbit servicing task planning.   



China Aerospace Studies Institute 

41 

 
Figure 2-1: Phases of On-Orbit Service Task Planning 

(1) Spacecraft target allocation in orbit 

Normally, goal allocation is the initial link and an important part of task planning, which is a decision-

making process that determines strength, goals, actions, and strategies on the basis of grasping the situation, based 

on factors such as environment, resources, and goals, and through scientific calculation, gradual deepening, and 

continuous improvement. Whether the target allocation is correct or not, and whether the decision can be made 

accurately, directly determines the process and effect of the on-orbit servicing. 

Due to the uncertainty of the space environment, especially the orbital motion characteristics of the service 

targets, the service targets in certain periods and areas are suddenly relatively concentrated, and the temporary 

tasks are prominent, and it is necessary to temporarily increase forces or urgently assign tasks. Therefore, the 

allocation of spacecraft on-orbit targets needs to be based on the mission, according to the current orbit situation, 

combined with the priority of each service target, considering various on-orbit resource conditions, screening 

benefit indicators, and focusing on considering and estimating the implementation effect of the subsequent orbital 

maneuver stage and service implementation stage, and planning with this goal, so as to assign service objectives, 

determine service strategies, select orbit transfer methods, and formulate service initiation time and duration for 

in-orbit spacecraft. 

(2) Orbital maneuver path planning 

Orbital maneuvering is the process of orbital transfer carried out by a spacecraft to reach the vicinity of 

the orbital position of the service target after the target is assigned. According to the space distance between the 

spacecraft and the service target and the maneuver distance, the orbital maneuver can be divided into long-

distance maneuver and close-range maneuver.[189] 
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Among them, the long-distance maneuver section refers to the process in which the spacecraft completes 

several orbital maneuvers after leaving the original orbit according to the assigned task until the sensor on board 

the spacecraft captures the service target; the proximity maneuver section refers to the time from the time the 

sensor on board the spacecraft captures the service target to the time when the spacecraft flies to a certain point 

near the service target, so as to capture the target orbit and reduce the approach speed. 

Orbital maneuver path planning usually takes into account the relevant task requirements such as orbital 

height, velocity impulse, and multi-body environment, and then evaluates the availability of geosynchronous orbit, 

elliptical orbit or Lagrange point orbit that can be taken to complete orbital maneuvering, and then carries out a 

compromise of orbit design according to the early target allocation: whether to use circular orbit or whether to 

use eccentricity orbit, and then select orbit height and inclination, determine the cost of maneuver options, and 

finally form an orbit design scheme. In addition, the realization of orbital maneuvering of on-orbit servicing tasks 

also touches on the spatio-temporal system, task constraints, force analysis, orbit design and trajectory 

optimization, etc., and has clear requirements for time, space, energy, and even the necessary point, avoidance 

point, overflight point, and orbiting point, etc., which involves the shortest path problem of multi-constraint and 

multi-variable. 

(3) Service implementation action plan 

Service implementation usually refers to the process of providing services to the target when the spacecraft 

orbit maneuvers to the vicinity of the service target. Service implementation is the core link to complete the entire 

on-orbit servicing task, and the service objectives are accurately controlled to achieve the expected results. 

Service implementation action planning is the process of selecting behaviors and determining strategies 

when the spacecraft approaches the service target in order to meet the necessary conditions such as position, 

velocity, relative attitude and angular rate required for service implementation. The service implementation action 

plan should focus on all possible responses to the service objectives, actively respond to all adverse effects caused 

by uncertain behaviors, make scientific decisions, plan accurately, and always grasp the initiative to ensure the 

smooth completion of the entire on-orbit servicing task. 

2.1.2: Analysis of the On-Orbit Servicing Mission Planning Process 

On-orbit servicing mission planning needs to have the ability to effectively deal with various situations 

and be able to effectively plan according to scientific processes.  
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2.1.2.1: Disposal of task planning 

The on-orbit servicing mission planning is mainly oriented to the space environment and on-orbit 

servicing missions, and the results obtained from the planning should be refined to the implementable strategies 

or schemes. However, in practical applications, the space environment, mission requirements, and target states 

are often dynamically changing, and the actual situation is often inconsistent with the prior planning, the execution 

effect of the pre-sequence mission is inconsistent with the plan, and even unexpected situations such as on-orbit 

equipment failure, human error, and debris attack are encountered, resulting in the delay or cancellation of the 

mission. Therefore, on the basis of prior planning, it is necessary to consider the latest battlefield situation and 

mission requirements, carry out temporary planning adjustment or real-time planning, update the on-orbit 

servicing plan, and determine the next strategy and action in a timely manner. 

For the whole process of on-orbit servicing, for such a long-lasting task planning problem, the phased 

classification planning strategy shown in Figure 2-2 is adopted, and three disposal methods are adopted, namely, 

pre-planning, temporary planning, and real-time planning.[190] In Figure 2-2, pre-planning covers the whole 

process of on-orbit servicing, focusing on pre-planning. Temporary planning to deal with temporary events in the 

process of on-orbit servicing operations, focusing on timely adjustment; real-time planning focuses on the service 

implementation process, with an emphasis on emergency response.  

 
Figure 2-2: Disposal of On-Orbit Service Mission Planning 
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(1) Pre-planning 

Prior planning is the process of determining the target allocation strategy, orbital maneuver path and 

service implementation plan according to the grasp of the space situation, service purpose and target situation, 

combined with the spacecraft's power attributes and in-orbit resources, before the spacecraft performs the on-

orbit servicing mission. Pre-planning focuses on the completeness, informativeness and implementability of the 

planning strategy. 

Ex-ante planning is the core link and important part of on-orbit servicing mission planning, which is a 

decision-making process that determines the objectives, paths and strategies on the basis of mastering the service 

objectives and based on factors such as environment, resources, and objectives. Whether the pre-planning is 

reasonable or not is directly related to the feasibility of the on-orbit servicing action plan and affects the whole 

process of on-orbit servicing. 

(2) Interim planning 

Interim planning is a process of temporary planning and adjustment in the face of temporary events such 

as space debris and space disturbance in orbit service operations, and it is necessary to carry out temporary 

planning and adjustment according to the current space situation, target state and changes in the event time 

sequence. The interim plan focuses on the continuity of the original policy and strives to make the original policy 

available with the least modification and the least cost. 

Temporary planning is an effective measure to deal with temporary events, which is the process of setting 

conditions, adjusting strategies and modifying temporary events in the process of orbital maneuvering and service 

implementation based on the pre-planning plan on the basis of grasping the evolution of the spatial situation, so 

as to make the strategy and plan meet the actual situation. Whether the interim planning is effective is directly 

related to whether the mission can be sustained and affects the process and results of on-orbit services. 

(3) Real-time planning 

Real-time planning is a process of real-time planning and regeneration of the strategy or scheme based on 

the latest current situation when there is an unforeseen emergency situation or a large deviation from the original 

strategy in the on-orbit servicing operation. Real-time planning focuses on the ability to respond to emergencies 

or policy deviations, and strives to obtain the optimal strategy in the shortest time, so as to minimize the execution 

risk while ensuring that the task can continue.  
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As an effective way to deal with emergencies, real-time planning should actively respond to all adverse 

effects caused by emergencies on the basis of obtaining real-time situation, based on pre-planning and temporary 

planning schemes, scientific decision-making, rapid planning, and effectively deal with mission planning 

problems under the characteristics of unaware development trend, non-communication at the information level, 

and incomplete prior knowledge, so as to ensure the smooth completion of the entire on-orbit servicing task. 

Whether real-time planning is feasible is directly related to the results of on-orbit services and affects the 

completion and effect of task execution. 

2.1.2.2: Task planning process 

The on-orbit servicing task planning is mainly based on the task list and the current state of the target 

formulated according to the overall service intent, combined with the target expectation of the task, under the 

premise of satisfying the constraints of various conditions and ensuring the effectiveness and availability of 

resources, effectively dispatching various on-orbit resources, carrying out task planning for each stage, outputting 

the executable optimal strategy or scheme, and evaluating and optimizing the task completion and execution 

benefits of the on-orbit servicing, so as to test the rationality of the results obtained in the planning. Figure 2-3 

shows the task planning process. 

(1) Elements of mission information 

The input of on-orbit servicing mission planning mainly includes five information elements: first, the 

resource element, that is, the in-orbit spacecraft directly used in the on-orbit servicing mission, which is 

characterized by the number of in-orbit, payload type and service capability; the second is the time element, which 

mainly includes service timing, action speed, duration, etc.; the third is the space element, which mainly includes 

objective conditions such as physical space, electromagnetic space, and orbital state; fourth, the elements of action, 

mainly including space maneuvering, orbit avoidance and orbit game; fifth, information elements, mainly 

including target information, environmental information, and accusation information. 

(2) Task objective decomposition 

In the on-orbit servicing task planning, it is necessary to integrate and decompose the mission information 

elements and transform them into tasks at each stage. Among them, the allocation of spacecraft targets in orbit 

mainly includes target selection, grade evaluation, resource allocation, force scheduling and program formulation. 

Orbital maneuver path planning mainly includes mechanical calculation, mode selection, orbit design and 

trajectory optimization. The service implementation action plan mainly includes target locking, orbit approach, 

action planning and strategy generation. 
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Figure 2-3: On-Orbit Service Task Planning Process 
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(3) Task constraint analysis 

According to the decomposition tasks of each stage, the corresponding demand analysis and constraint 

combing are carried out, the constraint space in terms of resources, goals, actions and timeliness is clarified, the 

controllable scope is mastered, and the planning objectives are established from the aspects of service effect, 

comprehensive benefit, energy consumption efficiency and time benefit. 

(4) Task decision calculation 

Task decision calculation is the core step in the on-orbit servicing task planning process, which takes the 

planning goal as the traction, integrates various task constraints according to the mission information elements, 

and uses or designs the most appropriate planning method to solve and calculate the tasks at each stage. According 

to the general solution method, it can be divided into problem description, problem modeling, method solution 

and result evaluation, and finally obtain the executable event list and implementation plan, and provide a 

feasibility analysis report verified by simulation. 

 

2.2: ON-ORBIT SERVICING TASK PLANNING DEMAND ANALYSIS 

With the continuous expansion of the scope and functions of on-orbit services, the uncertainty and 

unpredictability of on-orbit servicing tasks have increased, which has brought new problems and challenges to 

mission planning and given rise to new requirements for intelligent planning applications. Based on the analysis 

of the overall requirements of on-orbit servicing mission planning, this section focuses on the uneven supply and 

demand quantity, space debris disturbance, and the outstanding risks of non-cooperative targets, and puts forward 

three key issues in this book. 

2.2.1: Overall Demand Analysis 

On the basis of the traditional mission planning requirements, the on-orbit servicing task emphasizes the 

three requirements of timeliness, constraints and autonomy, which is the general focus of the research on the 

intelligent planning of on-orbit servicing tasks. 

(1) Timeliness requirements 

Generally speaking, spacecraft on-orbit servicing and conventional in-orbit movement have different 

timeliness requirements for their respective mission planning. The timeliness requirements of the conventional 

in-orbit movement of spacecraft, such as orbit transfer and attitude and orbit adjustment, are not obvious, on the 

contrary, more attention is paid to fuel saving. In contrast, on-orbit services are more time-sensitive.  
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First of all, the time, airspace and nature of the spacecraft participating in the service are different each 

time, the direct purpose, mission and use mode of the service are different, and the space environment is changing 

rapidly, which makes the service process flow forward rapidly, with different characteristics at different times 

and different orbit positions, resulting in significant dynamic differences in the on-orbit servicing in different 

periods. Secondly, the on-orbit servicing is the dynamic interaction between the spacecraft and the service target, 

which in turn causes the on-orbit servicing to have an obvious and rapid chain reaction. This remarkable dynamic 

difference and rapid chain reaction of spacecraft on-orbit servicing undoubtedly make its mission planning have 

obvious timeliness. 

The objective requirement of on-orbit servicing, which cannot delay the timing and act relatively quickly, 

determines that its mission planning must be time-sensitive. With the rapid development of aerospace technology 

and its gradual application in command and control, the timeliness of mission planning will become more 

prominent and significant. On the one hand, the traditional mission planning method is formulated by the ground 

center in advance, and then the operation control system uploads the instructions to the spacecraft in orbit, during 

which the time span is large and the efficiency is low, which makes it difficult to respond to the current situation 

in a timely manner, and it is even more difficult to achieve real-time planning. On the other hand, as the speed at 

which spacecraft performance is improved is significantly faster, on-orbit services can be faster and more effective. 

According to reports, the US orbiter can maneuver in orbit at more than 20 times the speed of sound and has the 

ability to provide global service for 2 hours. This requires changing the planning model, improving planning 

techniques, shortening the time interval from situation discovery to program formulation, and improving the 

overall timeliness of task planning. 

(2) The need for controllability 

On-orbit servicing is a special form of conventional on-orbit movement, and mission planning with 

obvious intent, purpose and value orientation will play a leading role. Unlike conventional orbital transfers and 

their orbital adjustments, mission planning for on-orbit services always serves the needs of the mission and is 

implemented in close alignment with purpose and intent. The on-orbit servicing mission planning is manifested 

in the control and selection of service style, maneuver mode, relative position, fuel consumption and time 

efficiency in the constraint space. The control and selection of the constraint space of the task plan is determined 

or restricted by various internal and external factors. From the perspective of internal structure, the control and 

selection of confined space are mainly restricted by the attributes, performance and state of the spacecraft in orbit. 

From the perspective of external conditions, the control and selection of the constrained space are subject to the 

environment and the status of the service target, such as multi-body perturbation, orbital environment, target orbit 

position, target attributes and flight status. In addition, the form of on-orbit servicing should follow the 

characteristic laws of space science, orbit dynamics and cybernetics, so mission planning must be obviously 

controllable. 
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The controllability of mission planning does not mean that mission planning is a subjective form of on-

orbit servicing rather than an objective form or attribute of existence. On the contrary, the controllability of 

mission planning reflects the dynamic interaction attribute of on-orbit services, so it can be said that the 

controllability of mission planning is the special manifestation of the objectivity of dynamic interaction on 

spacecraft. The controllability of mission planning is not arbitrarily chosen according to subjective will, and the 

objective space situation, space environment, spacecraft performance, target characteristics, etc., determine the 

control scope and boundaries of the constrained space. Although the control of the constraint space of mission 

planning cannot exceed the possibility range specified by the objective conditions, the constraint space still has 

great controllability or selectivity. The application of space forces, the design of maneuvering orbits, and the 

handling of emergency situations are all realized according to the specific environment and conditions, and the 

constraints can be transformed into feasible space. Therefore, the success of task planning depends to a 

considerable extent on the control and selection of constraint space. 

(3) The need for autonomy 

The autonomy requirement of on-orbit servicing task planning mainly refers to the automatic and 

autonomous task decision-making and calculation in the planning process. The on-orbit servicing is different from 

the conventional on-orbit movement, especially the orbital maneuvering and service implementation is more fluid 

and changing than any other on-orbit behavior, and its mission planning must be quickly adjusted with this change 

in order to accurately reflect the changing objective situation. Especially in the high-end intensive technical means 

of orbital service, the precise and fast service action of the behavior mode, its command control and action 

implementation rhythm is significantly accelerated, the transformation of various service styles and service forms 

is particularly frequent, the opportunity is fleeting, improve the autonomy of task planning from the task to the 

implementation of the program, improve the rate of policy generation, will be an effective measure to further 

improve the service effect. 

On-orbit servicing is the product of the high development of aerospace technology, its process is complex, 

the degree of automation and intelligence is high, and mission planning needs to pay more attention to the 

requirements of accuracy, timeliness and emergency, not only in strict accordance with the procedures and steps 

of mission planning, but also from the continuous innovation of the planning system and mode, from the theory, 

methods and means provided by cutting-edge science and technology, to maximize the automation and autonomy 

of mission planning. 
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However, the current ground planning and manual operation methods are difficult to cope with the ever-changing 

situation of space, and it is difficult to meet the application needs of rapid response and flexible mobility. 

Therefore, it is necessary to gradually change from ground manual planning to space-based autonomous planning, 

and develop to intelligent planning, so as to alleviate ground pressure, save operating costs, reduce satellite-

ground interaction, improve rapid response and independent decision-making capabilities, and further possess the 

intelligent planning capability of immediate implementation. 

 

2.2.2: Main Research Questions 

The on-orbit servicing mission planning runs through the whole process of on-orbit servicing, which not 

only covers routine tasks such as target allocation, orbital maneuvering and service implementation, but also 

needs to focus on some events that are complex, temporary, and difficult to deal with emergencies. In order to 

better solve all aspects of the on-orbit servicing mission planning problem, the following three difficult problems 

are analyzed to clarify the key points of this book. 

(1) Target allocation in the composite service mode 

The pre-planning covers the whole process of on-orbit servicing target allocation, orbital maneuvering 

and service implementation, and it is necessary to provide scientific and effective target allocation strategies, 

orbital maneuver paths and service implementation plans for on-orbit servicing actions, which involves many 

links, wide scope and complex content. Due to the orbital characteristics of the on-orbit servicing, once the in-

orbit spacecraft is selected and the service target is determined, the velocity impulse can be calculated and the 

space transfer orbit can be designed in combination with the orbit change mode, and then the service 

implementation plan can be formulated according to the type of payload carried by the spacecraft. With the 

development of aerospace science and technology, the research on spacecraft orbit dynamics, orbital maneuver 

path design, transfer trajectory optimization and payload utilization has become relatively mature, which can 

provide effective support for advance planning in orbital maneuvering and service implementation. In contrast, 

spacecraft on-orbit target allocation, as an important part of prior planning and as a prerequisite for orbital 

maneuver path planning and service implementation strategy planning, is still in a state of little relevant research 

and lack of technical support. 

At present, spacecraft target allocation in orbit mainly considers the mode of one spacecraft serving one 

space target (referred to as "one-to-one") or one spacecraft serving multiple space targets in turn (referred to as 

"one-to-many"). With the continuous expansion of the on-orbit servicing action mode, the spatial amplitude and 

scope will become larger and larger, the speed will become stronger and stronger, and the service process will 

become more and more complex. In order to improve the effect and success probability of on-orbit servicing, a 

composite service model combining one spacecraft serving multiple targets in turn (referred to as "one-to-many") 

and multiple spacecraft serving one target at the same time (referred to as "many-to-one") has also been gradually 

adopted. 
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Compared with the single service model, this composite service model needs to take into account the power input, 

resource allocation and service effect, and has high requirements for the comprehensive decision-making ability 

of pre-planning and currently needs to rely on manual assistance. Therefore, breaking through the traditional 

single allocation principle, adapting to the composite service model, and maximizing the minimum investment of 

resources and the maximization of service effect are the key issues that need to be considered in the current 

allocation of spacecraft in orbit. 

The allocation of spacecraft on-orbit targets has to face multiple space targets, each of which has different 

orbital positions, different types, and different service priorities. There are many factors to consider, including 

resource factors, fuel factors, load factors and timeliness factors; it is necessary to construct multiple goals, 

namely, the implementation of efficiency goals and energy efficiency goals, etc., and assign one or a set of orderly 

target tasks to the spacecraft through scientific calculation, so as to optimize the overall efficiency and resource 

allocation of the on-orbit servicing system on the basis of maximizing the completion of tasks. This process 

mainly solves the problem of "who serves whom,” which is essentially a nonlinear combinatorial optimization 

problem, which belongs to the non-deterministic (NP) problem of polynomial complexity. Commonly used 

planning methods include integer programming, genetic algorithm, ant colony optimization and particle swarm 

optimization, but in practical application, it is found that these methods need to deal with "one-to-one" and "one-

to-many" decision-making problems respectively due to algorithm limitations, and the applicability to the target 

allocation problem in the composite service mode is obviously insufficient. Therefore, it is necessary to adapt to 

the composite service model presented by the development of on-orbit services, focus on the nonlinear 

combination optimization problem faced by target allocation, improve the methods and means, and propose an 

effective target allocation method, so as to effectively control the cost-effectiveness ratio of resource input while 

improving the comprehensive benefits of target allocation. 

(2) Orbit temporary circumvention path planning problem 

Interim planning is a strategy adjustment and plan modification to effectively respond to temporary events 

on the basis of prior planning. The interim plan covers the implementation process of orbital maneuvering and 

services, and when faced with temporary events such as space debris attacks and mechanical failures, the original 

strategy or scheme is temporarily adjusted and modified and strives to make the original strategy continuously 

available with the least modification and minimum cost. 

Spacecraft perform on-orbit servicing missions, usually in accordance with predetermined orbital 

parameters such as orbital pattern, eccentricity, altitude and inclination. 
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However, the inherent characteristics of in-orbit spacecraft determine their vulnerability, and orbital maneuvering 

in the space environment is more susceptible to interference and threats. In a series of space regulatory documents, 

the United States specifically mentioned the incoming threat of spacecraft flight and the dangers of space debris. 

At present, the accusation method of ground planning and data transmission is time-consuming and delayed, and 

it is difficult to effectively deal with temporary situations such as space debris attacks. How to effectively improve 

countermeasures and enhance the active defense capability of spacecraft is a key issue that needs to be considered 

in the current interim plan. 

The orbital maneuver path of a spacecraft is usually planned in advance according to the maneuver taken, 

and evasion defenses are considered based on the space debris database. However, the space environment is 

dynamic and unpredictable, and an average of 15% of new space debris per year will pose a huge threat to 

spacecraft in orbital maneuvering. The United States put forward the concept of collision avoidance in 2018, and 

pointed out that "collision avoidance refers to the movement of spacecraft to avoid collision with approaching 

dangerous objects to ensure the safety of astronauts and space payloads." In order to ensure the smooth execution 

of on-orbit services and prevent the spacecraft from being damaged, it is necessary to temporarily plan the orbital 

avoidance path and quickly realize the evasion maneuver in order to ensure the smooth execution of the on-orbit 

servicing and prevent the spacecraft from being damaged. This means that the orbit temporary avoidance path 

planning should not only avoid space debris but also consider the minimization of fuel consumption and the 

optimality of orbit offset, and is also limited by the common limitations of avoidance mode, braking time and 

other factors, which is a multi-restriction shortest path problem. At present, a large number of studies have been 

carried out at home and abroad on spacecraft rendezvous/interception, orbiting/companion flight, 

skimming/traversal patrol, etc., compared with it, the research on avoidance maneuver and its path planning also 

has important application value, and also has complex and interconnected mathematical and physical processes, 

but only less attention has been paid to it at present.[191] Therefore, as an important on-orbit active defense 

technology, the path planning method and technology of orbital temporary avoidance need to be further developed, 

so as to effectively ensure the safety and survival of spacecraft in orbit.  

(3) Real-time planning of orbital game strategy 

In the process of on-orbit servicing implementation, the spacecraft is very close to the target, but the target 

behavior is difficult to predict. If it is a non-cooperative target, the time to give the spacecraft a response is very 

short, and it is difficult to deal with the pre-planning and temporary planning. To ensure that on-orbit servicing 

tasks can be completed, real-time planning is required to obtain the optimal strategy in the shortest possible time. 

At present, most of the on-orbit servicing mission planning is based on the assumption of complete 

information, that is, assuming that the service target is a cooperative goal, the spacecraft can not only accurately 

obtain all the target information used for planning but also grasp the in-orbit flight status and behavior of the 

target. 
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However, a large number of demonstrative studies and data show that the spacecraft is close to conventional 

targets in orbit, and such targets are very likely to be non-cooperative targets. As a result, the spacecraft will not 

be able to continue to perform the original on-orbit servicing mission, and it will even be difficult to accurately 

obtain the next flight direction of the target, and it will no longer be able to make completely rational decisions, 

resulting in the need to consider the orbit game with the target in the process of operation. How to use incomplete 

situation information and limited knowledge and experience to obtain the most reasonable behavior strategy in 

the current state is a difficult problem to be considered in real-time planning. 

From the perspective of spacecraft, the orbit game problem is a dynamic game process in which the 

optimal behavior is adopted and the space approximation is finally completed under the condition that only the 

self-state and the current finite state of the target are known, and the future behavior strategy of the target is 

unknown. In addition to operating in a continuous and dynamically changing space environment, the space target 

in the orbital game also has the characteristics of typical non-cooperation, that is, no communication at the 

information level, no cooperation in maneuvering behavior, and incomplete prior knowledge. The spacecraft orbit 

game is a deep integration of orbit optimal control and dynamic game, which is a typical sequential decision-

making process oriented to incomplete information, and its essence is a continuous dynamic interaction problem 

of bilateral control. Different from the general maximum or minimum control problem, the spacecraft orbit game 

involves the balance of the behavior strategies of both parties, the problem dimension is doubled, and the 

information conditions of both parties are considered in real time, the sequential decision game model is complex, 

and the pre-planning and temporary planning methods are obviously insufficient. At present, the research work 

related to spacecraft orbit game is still in the exploratory stage, and it is necessary to strengthen the research on 

the real-time planning direction of orbit game strategy to improve the emergency response capability of spacecraft 

in orbit service. 

 

2.3: RESEARCH FRAMEWORK OF INTELLIGENT PLANNING FOR THE WHOLE PROCESS OF ON-ORBIT 

SERVICING 

In view of the obvious heterogeneity, multiple constraints, complex space and dynamic variability of on-

orbit servicing task planning, this paper explores the use of intelligent methods to construct a mission planning 

research framework for the whole process of on-orbit servicing, so as to perceive the dynamic changes of tasks 

and environment more keenly, improve the solution direction more quickly, and better reflect the artificial 

intelligence ideas of autonomous interaction, self-learning and automatic feedback in the task planning process. 
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2.3.1: Intelligent Programming Solution 

The general solution methods of mission planning problems are usually divided into problem description, 

problem modeling, method solving and result evaluation, but there may be difficulties in heterogeneity, 

constraints, spatiality and dynamics when applied to on-orbit servicing mission planning. Therefore, on the basis 

of giving full play to the advantages of the general solution method, an intelligent programming solution method 

is explored and proposed. 

2.3.1.1: The general way in which the task planning problem is solved 

Mission planning problems are often faced in the field of planning and need to be solved, and the general 

solution of mission planning problems[193] is shown in Figure 2-4.  

 
Figure 2-4: A General Approach to Solving a Task Planning Problem 
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The solution of task planning problems can generally be divided into problem description, problem 

modeling, method solving and result evaluation. First of all, in the problem description, it is necessary to focus 

on the analysis of task background, task subject and object analysis, and related constraint analysis. Then, in the 

process of problem modeling, it is necessary to focus on the setting of variable attributes, the construction of 

objective functions, and the construction of constraint space. Then, in the method solving, the most appropriate 

method is mainly used or designed to solve the task planning problem. Finally, in the process of outcome 

evaluation, it is necessary to effectively evaluate the task planning results from the aspects of task completion 

rate, task planning effect, resource consumption and timeliness. 

The planning of on-orbit servicing missions is likely to encounter outstanding risks such as uneven supply 

and demand, space debris and non-cooperative targets, and the planning problems are heterogeneous, constrained, 

complex and dynamic, which adds difficulty to the application of general solution methods. 

(1) Obvious isomerism 

Heterogeneity reflects the diversity of things, and the diversity of things is one of the necessary factors for 

complex properties.[193] The heterogeneity of on-orbit servicing mission planning involves multi-objective 

services, multi-resource allocation, and multi-situation disposal, which adds considerable difficulty to the 

application of general solution methods.  

(2) There are many constraints 

For on-orbit servicing mission planning, in addition to various constraints that need to be considered in 

the process of problem analysis, spacecraft maneuvering capability constraints, payload service capability 

constraints, on-orbit resource constraints, target state constraints, and space environment constraints should be 

studied in the modeling process, resulting in many and complex relationships between solving constraints, and 

some of them have coupling relationships with each other, which greatly increases the difficulty of mathematical 

modeling. 

(3) The space is complex 

On-orbit servicing task planning may involve multiple targets at different orbit positions, tasks in different 

situations, and a variety of different types of service modes with certain timing or other coupling associations 

between different stages, resulting in a more complex solution space. At the same time, there are many factors 

that affect the performance of the task planning problem solving method, which may cause a sudden change in 

the effect and even lead to the interruption of the method solution due to some small changes. All these make the 

degree of nonlinearization of task planning increase, the diversity of decision optimization is stronger, and the 

difficulty and complexity of solution method design will become higher.  



China Aerospace Studies Institute 

56 

(4) Dynamically variable 

The uncertainty of mission planning and implementation of on-orbit services, such as orbital maneuvering 

and service implementation, has a certain time series relationship, and the space environment is difficult to fully 

grasp, which greatly increases the uncertainty of mission planning and implementation. Environmental variables 

may change at any time, the target state may change at any time, and emergencies may occur at any time, which 

directly leads to the dynamic changeability of task planning problems, and it is necessary to update tasks in time 

and carry out temporary planning or real-time planning, which puts forward higher requirements for the 

adaptability of task planning solutions. 

2.3.1.2: Intelligent planning method for task planning problems 

The general solution method refers to the one-way solution process from problem description to problem 

modeling to problem solving. Of course, the results can be obtained in this way, but the progressive characteristics 

are obvious and the process is relatively fragmented, for example, it is difficult to weigh and apply to dynamic 

and reciprocating planning problems such as orbital games. 

Intelligent planning mainly refers to the use of relevant intelligent technologies to solve several task 

planning problems, which is the application of artificial intelligence in the field of mission planning, which will 

be able to give full play to the advantages of artificial intelligence technology in terms of independent learning, 

self-optimization, easy use, easy convergence and strong adaptability, and more effectively deal with the 

difficulties of heterogeneous and complex space and dynamic variability in the task planning problems of on-

orbit services. 

In intelligent planning that interacts with the environment in real time, the machine that learns and 

implements decisions autonomously is usually called an agent, everything that interacts with it outside the agent 

is collectively called the environment, and any action or decision that wants to be done is called an act.[194] Based 

on this, Table 2-1 establishes the correspondence between the elements of the intelligent planning problem and 

the intelligent planning method of the on-orbit mission. 

  

Table 2-1: Correspondence between the elements of the intelligent planning problem and the intelligent 

planning method of the in-orbit task 
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Continued 

Elements of the On-Orbit Servicing Mission 

Planning Problem, continued 

Elements of the smart planning methodology 

Mission planning process Autonomous training process 

The best strategy for task planning Consistently reward the greatest behaviors 

In intelligent planning, whether it is the core "feedback" mechanism of deep neural networks, or the 

"execution-reward" process embodied in reinforcement learning, and the idea of "experience playback,” they all 

pay attention to the dynamic interaction with the environment and the response to the target. Figure 2-5 shows 

the correspondence between the general solution method and the intelligent programming solution. In intelligent 

programming, the problem description in the general solution method will be replaced by environmental 

perception and sensing interaction. Problem modeling will be characterized by interaction and learning; the 

method solution will consist of self-learning, update evolution, and automatic feedback. The evaluation of the 

results will be reflected by a feedback mechanism and a network update. 

 
Figure 2-5: Correspondence Between the General Solution Method and the Intelligent Programming Solution 

This intelligent planning method embodies the ideas of autonomous interaction, self-learning, automatic 

feedback, and update and evolution in the task planning process. Among them, autonomous interaction enhances 
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Self-learning is based on the interaction with the current situation and the ability to make independent decisions 

with intelligent methods. Automatic feedback is to feed back the effect of decision-making behavior in the 

environment to the agent through the reward mechanism, which helps to improve the ability of overall decision-

making and emergency response, and is an important part of forming an efficient, safe and reliable solution. 

Renewal evolution is based on the accumulation of experience and trial and error mechanism to form an effective 

intelligent evolution paradigm, which is the foundation and core of realizing the level of brain-like intelligence. 

2.3.2: Research Framework for Intelligent Planning 

With the continuous expansion of aerospace technology and on-orbit servicing means, the on-orbit 

servicing mission planning will also change: first, the scope of mission planning will be expanded from pre-

planning to on-orbit interim planning and real-time planning; second, the service model has expanded from a 

single model of "one-to-one" or "one-to-many" to a composite service model combining "one-to-many" and 

"many-to-one"; third, the planning process has expanded from a single-objective element to a multi-objective all-

element; fourth, the planning method has been expanded from manual assistance to independent planning. In 

order to further adapt to these changes and requirements and give full play to the advantages of intelligent 

programming solutions, an intelligent planning research framework for the whole process of on-orbit servicing is 

introduced below. 

2.3.2.1: Intelligent planning framework for typical problems 

The intelligent planning framework takes the number of targets, the number of orbit roots, the distribution 

of spacecraft forces, and the information of temporary events and emergencies in the on-orbit servicing as inputs, 

and through the corresponding mission planning module, comprehensively considers the constraints such as fuel 

consumption, timeliness and success rate, and solves it independently through intelligent algorithms, so as to 

obtain the optimal planning results. The intelligent planning framework is oriented to the whole process of on-

orbit services, and can effectively meet the needs of pre-planning, ad hoc planning, and real-time planning. 

Among them, ex-ante planning is the basis of interim planning and real-time planning, and the strategies and 

schemes obtained from the ex-ante planning framework will be used as input to the interim planning framework 

and the real-time planning framework, the interim planning framework is the modification and adjustment of the 

ex-ante planning, and the real-time planning framework is the expansion and improvement of the ex-ante planning 

and interim planning. 

Combined with the main problems of this book, this paper constructs a research framework for the whole 

process of on-orbit servicing by taking the problem of in-orbit target allocation, the problem of spacecraft orbit 

temporary avoidance path planning and the real-time planning of spacecraft orbit game strategy in the composite 

service mode as examples (see Figure 2-6). 
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(1) On-orbit target allocation under composite service mode 

Target allocation is the primary planning problem faced in pre-planning, and it is an important part of on-

orbit servicing task planning. In order to improve the success probability of on-orbit servicing and improve the 

overall service efficiency, spacecraft on-orbit target allocation should not only meet the needs of the composite 

service model, but also comprehensively consider the implementation benefit and energy efficiency, and take into 

account factors such as fuel consumption, timeliness and robustness, so as to better select service targets and 

determine the service sequence for the in-orbit spacecraft. 

In this part, the execution benefit and energy efficiency are taken as the optimal allocation objectives, the 

number of targets, the number of orbits, and the distribution of spacecraft forces are taken as inputs, and the 

allocation constraints, fuel consumption constraints and timeliness constraints are comprehensively considered, 

and the balanced development of execution efficiency and energy efficiency is realized through the on-orbit target 

allocation algorithm under the composite service mode, so as to obtain the optimal allocation strategy under the 

composite service mode. 

(2) Spacecraft orbit temporary avoidance path planning 

The problem of temporary orbital avoidance may occur not only during the orbital maneuver of spacecraft, 

but also during the implementation of service, which is a typical problem to be dealt with in the temporary 

planning. In the face of space debris attack during the on-orbit servicing operation, although the original plan is 

difficult to sustain, there is still a certain amount of decision-making time, so it is necessary to temporarily carry 

out path planning and take orbital maneuver in time. 

In this part, orbit dynamics and celestial mechanics are taken as the technical basis, the target allocation 

strategy and space transfer orbit obtained from prior planning are taken as prerequisites, the detected space debris 

state information is taken as input, and the factors such as fuel consumption, minimum offset, and braking time 

are comprehensively considered, and the space avoidance motion is simply expressed with the help of the Frenet 

coordinate system, and the optimal avoidance path is independently generated through the artificial potential field 

of spacecraft and space debris to meet different avoidance needs and preferences. 

(3) Real-time planning of spacecraft orbit game strategy 

Non-cooperative objectives are the core issues that have to be considered in the planning of actual on-

orbit servicing missions, and they are also special events that are difficult to fully consider in advance planning. 

The real-time planning of spacecraft orbit game strategy has a very short reserved decision-making time, and it is 

necessary to respond quickly to the behavior of non-cooperative targets in a timely manner, so it needs to be dealt 

with in a more time-sensitive real-time planning way 
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Figure 2-6: A Research Framework for Intelligent Planning for the Whole Process of On-Orbit Service 
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In this part, the target allocation strategy and space transfer orbit obtained from pre-planning and temporary 

planning are prerequisites, and only the current finite state and previous behavior of the non-cooperative target 

are taken as inputs, and the relative motion between the spacecraft and the non-cooperative target is described 

with the help of differential countermeasures under the condition that the future behavior strategy of the non-

cooperative target is unknown, and the game theory and control theory are combined to pass through a branched 

deep reinforcement learning architecture with multiple sets of parallel neural networks and shared decision-

making modules. In this way, the equilibrium strategy of orbit game can be obtained for spacecraft in real time. 

2.3.2.2: Analysis of the advantages of intelligent planning 

The significance of intelligent planning in on-orbit servicing tasks lies in the fact that it meets the needs 

of on-orbit servicing task planning, is suitable for the general solution method of mission planning and can 

overcome the shortcomings of the general solution method. Keeping up with the future development trend of on-

orbit services, the application of intelligent planning can bring the following advantages to on-orbit servicing task 

planning: 

(1) Further meet the needs of each index 

From the perspective of on-orbit servicing index requirements, the task planning focuses on timeliness, 

constraints and autonomy, and needs to have more effective on-orbit allocation strategies, more flexible orbit 

maneuvering capabilities, and more diverse service implementation methods, which undoubtedly improves the 

planning accuracy of problem solving, increases the difficulty of decision-making, and puts forward higher 

requirements for the overall planning level. Facing the planning needs of on-orbit servicing tasks, the intelligent 

planning technology with a higher planning level and faster decision-making mode can achieve the solution effect 

that cannot be achieved by the general solution method. 

 (2) Further integration of the model 

Although the heterogeneity and complexity of the problem description improve the applicability of 

mission planning to the actual on-orbit servicing, it also increases the difficulty of the subsequent links of problem 

solving to a large extent. In the general solution method, the problem modeling, method solving, evaluation and 

optimization and other links are often carried out separately, and the consideration situation is relatively simple, 

but now the diverse task requirements, huge constraint space and uncertain developments require the on-orbit 

servicing to accept a diversified mission pattern and integrated planning mode. Intelligent planning uses suitable 

problem modeling methods, advanced intelligent methods and independent decision-making methods to closely 

connect all links and realize the integration of planning models, which can further solve the difficulties existing 

in general solution methods and improve the overall efficiency and robustness of planning.  
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(3) Further improve the level of intelligence 

Through real-time perception and interaction with the environment, intelligent planning can quickly and 

fully understand the overall information, self-training, self-learning, and obtain the optimal strategy under the 

condition of incomplete information, which can effectively deal with the difficulties of on-orbit servicing mission 

planning, such as complex space and dynamic changeability, and greatly improve the intelligent level of mission 

planning. At the same time, intelligent planning can also well cope with the uncertainty of target behavior and the 

dynamic change of tasks, improve the effect of dynamic planning and autonomous decision-making in a targeted 

manner, and play a vital role in improving the automatic planning ability, autonomous decision-making ability 

and task execution effect of on-orbit services as a whole. 

 

2.4: CHAPTER SUMMARY 

According to the research idea of "problem overview-demand analysis-framework construction,” firstly, 

the relevant concepts of intelligent planning of on-orbit servicing tasks were defined, and the planning process of 

on-orbit servicing tasks was studied from three perspectives: pre-engagement, temporary and real-time. Second, 

the demand analysis of on-orbit servicing mission planning is carried out from the aspects of timeliness, 

controllability and autonomy, and it is pointed out that mission planning will face the difficult problems of 

"uneven supply and demand,” "space debris attack" and "non-cooperative target service.” The third is to innovate 

the task planning method of the whole process of on-orbit servicing, replace the problem description in the task 

planning with environmental perception and sensing interaction, the problem modeling is characterized by 

interaction and learning, the method solution is composed of self-learning, update evolution and automatic 

feedback, and the result evaluation is reflected by the feedback mechanism and network update, and a research 

framework for intelligent planning for the whole process of on-orbit servicing is proposed, so as to perceive the 

dynamic changes of tasks and environment more keenly and improve the solution direction more quickly. This 

paper lays a foundation for the formation of intelligent planning methods for on-orbit servicing tasks. 
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CHAPTER 3: RESEARCH ON ON-ORBIT TARGET ALLOCATION IN COMPOSITE SERVICE MODE 

Under the condition of uneven supply and demand, in the face of multiple service objectives, the use of 

limited space forces to serve the target is the most prominent in the target allocation process, that is, in the target 

allocation stage, the allocation constraints, fuel consumption constraints and timeliness constraints are fully 

considered, and a robust allocation strategy is generated, so as to minimize the possibility of strategy readjustment 

in the implementation process. The application requirements of the composite service mode should not only treat 

each service objective differently but also take into account the balanced development of implementation benefit 

and energy efficiency, which leads to the non-deterministic (NP-hard) characteristics of polynomial complexity 

of spacecraft on-orbit target allocation and faces a complex nonlinear combination optimization problem.[73] 

 

3.1: TARGET ASSIGNMENT PROBLEM DESCRIPTION AND MODELING 

This paper describes the on-orbit target allocation process under the composite service mode, focuses on 

its unique requirements of the composite service mode and the robustness requirements of the scheme, and points 

out the nonlinear and complex characteristics of the on-orbit target allocation problem under the composite service 

mode. The on-orbit target allocation problem in the composite service mode is transformed into a nonlinear 

combinatorial optimization problem, and the objective function of the problem optimization is established, and 

the constraint space for problem solving is constructed. 

3.1.1: Problem Description 

According to statistics, as of January 1, 2021, there were 3,372 satellites in orbit around the world, and 

more and more satellites in orbit are conducive to the development of aerospace science and technology and may 

also form more demand for on-orbit services. Taking communication satellites as an example, at present, some 

countries have built a four-in-one communication satellite system of "broadband, narrowband, protected, and 

relay,” which has high-speed and large-capacity trunk communication, node communication, and high-speed user 

access and other communication means, and the communication frequency bands cover ultra-high frequency, 

ultra-high frequency and extremely high frequency, which can provide large-capacity, timely and stable 

communication services. 
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However, these communications satellites, with an investment of hundreds of millions or even billions of 

dollars, are limited by factors such as the fuel they carry and the aging of their components, and their lives are 

extremely fragile, and it may only take one accident to end their service life. At the same time, although the on-

orbit servicing technology is constantly developing, and more and more on-orbit servicing spacecraft are put into 

use, compared with the huge on-orbit servicing demand, there are still outstanding problems such as "many 

objects, scattered and limited on-orbit servicing force.” 

At present, due to the limitation of the number of spacecraft in orbit, the service mode of "one spacecraft 

serving one space target" or "one spacecraft serving multiple space targets in turn" is usually adopted.[29, 74] 

However, the service capability of a single spacecraft is limited after all, and it is difficult to meet the practical 

requirements of a high probability of service success. With the continuous development of on-orbit servicing 

technology and the increase of in-orbit spacecraft, multiple spacecraft will have the ability to serve a space target 

at the same time, so that the composite service mode combining "one-to-many" and "many-to-one" will be 

gradually adopted.  

The composite service model is a hybrid model that comprehensively considers the input and benefits of 

spacecraft for many different types, different orbits and different priorities, and adopts the "one-to-many" and 

"many-to-one" allocation strategies. Compared with the single service model, this method needs to take into 

account the amount of spacecraft input and service effect and has higher requirements for the comprehensive 

decision-making ability of the allocation method and model. In addition, in the uncertain environment, in the face 

of various unexpected situations in the process of strategy implementation, the optimality and feasibility of the 

strategy are often contradictory, which has high requirements for the robustness of target allocation. Therefore, 

the spacecraft on-orbit target allocation process involves the interaction of multiple factors such as multiple 

objectives, multiple constraints, incomplete information and uncertainty, which leads to the diversified 

characteristics of the target allocation process, which creates the nonlinearity and complexity of the on-orbit target 

allocation problem under the composite service mode. 

The use of multiple spacecraft to serve multiple space targets is different from the general orbital mission, 

which is the process of formulating the optimal target allocation strategy through a comprehensive evaluation of 

the target priority and the cost of spacecraft to each target to complete the on-orbit servicing mission. This contains 

three meanings: purpose, process and attributes: first, the on-orbit servicing target allocation is the purposeful, 

limited, and goal-oriented active behavior of the spacecraft; secondly, the allocation of on-orbit servicing targets 

is a balancing process, which is a process of unifying optimality and feasibility in the face of the adverse effects 

of various constraints. Finally, the allocation of on-orbit servicing targets is to change the original state of the 

spacecraft in orbit, that is, to break the existing inertial flight of the spacecraft and even no longer obey Kepler's 

law, so that the factors and conditions considered are different from usual. 
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The allocation of spacecraft on-orbit targets needs to consider multiple service objectives, multiple types of 

constraints, and multiple optimization purposes, which can be regarded as a nonlinear combination optimization 

problem, and the following points need to be emphasized: 

1) Clarify the requirements such as task execution priority, timing relationship, and logical relationship. 

2) Grasp the prior information such as service target attributes, orbit position, status, priority, and service 

success probability. 

3) Fully consider factors such as the number and status of spacecraft in orbit and fuel stock. 

4) Pay attention to the constraints of designation, robustness, timeliness and fuel consumption. 

5) Formulate planning goals such as implementation benefits and energy efficiency. 

3.1.2: Target Allocation Modeling 

Considering the reality of uneven supply and demand, the target allocation problem is studied for the 

demand of the composite service model, so as to provide effective auxiliary decision-making for the allocation of 

spacecraft in orbit. The essence of the research on on-orbit target allocation under the composite service model 

refers to a scientific paradigm that uses mathematical theory and scientific computing technology to analyze, 

describe and plan the quantitative aspects of on-orbit target allocation, and grasps the essence and law of target 

allocation from the relationship between quality and quantity. However, in order to highlight the focus of planning 

and reveal the essence of the problem, in order to highlight the focus of planning and reveal the essence of the 

problem, it is necessary to use highly abstract mathematical models to conduct research in the process of 

mathematical modeling and scientific calculation, and reasonable assumptions need to be made about some 

related conditions: 

1) It is assumed that before the execution of the target assignment task, a certain prior knowledge related 

to the target is mastered, and the relevant statistical analysis is carried out, so that the prior information such as 

fuel consumption estimation, target priority, and service success probability can be directly used for the data input 

of the task allocation model. 

2) In the process of spacecraft on-orbit target allocation, it is assumed that the spacecraft has strong space 

situational awareness, timely command and control, advanced power system and strong on-orbit computing 

capabilities. 

On the basis of the problem description and modeling assumptions, the on-orbit target allocation problem 

in the composite service mode is transformed into a nonlinear combinatorial optimization problem, the objective 

function of the problem is established with the goals of execution benefit and energy consumption efficiency, and 

the constraint space for problem solving is constructed considering the factors such as assignment, fuel 

consumption, timeliness and robustness. 
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3.1.2.1: Objective function 

Objective function assumptions: n space service targets, denoted as E1, E2,...,En; spacecraft in orbit should 

be counted as P1, P2,...,Pm; adopt a composite service model, that is, each spacecraft can serve multiple targets in 

a certain order, and each target will receive services and multiple spacecraft can be assigned to serve; the service 

range of all payloads of the spacecraft overlaps with each other, i.e., each payload can be assigned to any target.  

In pursuit of the balanced development of implementation benefit and energy efficiency as the 

optimization index, the following objective functions are constructed 

    (3-1) 

where G assigns the total target to the spacecraft's in-orbit target; n is the number of space targets; Cj is the 

implementation benefit of the target allocation; Hj is the energy efficiency assigned to the target.  

Specifically, in the target allocation, it is necessary to ensure that the implementation efficiency is 

maximized, and the energy efficiency is also maximized. 

3.1.2.2: Constraint space 

In the process of spacecraft on-orbit target allocation, the constraint space for problem solving is 

constructed by comprehensively considering the constraints such as assignment, burn-up, timeliness and 

robustness. 

(1) Assign constraints 

In order to meet the requirements of the composite service model, each spacecraft can serve multiple 

targets in turn, and each target can be served by multiple spacecraft, i.e. 

 (3-2) 

 

where PAij is the success probability of the ith spacecraft serving the jth space target; PAj is the cumulative service 

success probability of spacecraft resources to the jth space target, and its value should meet the service success 

probability index, and each space target has a corresponding spacecraft and multiple spacecraft can be assigned 

for service;  

  

OR 
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PA'j is the success probability index of the spacecraft service to the j-th space target, and its numerical setting is 

related to two factors, namely, the priority and number of space targets, and the number and attributes of spacecraft 

in orbit. Xij is the allocation decision variable, expressed as a Boolean value, i.e. 

Xij = {
1, The ith spacecraft was assigned to the jth space target 

0, Other
 (3-3) 

(2) Fuel consumption constraints 

In order for the spacecraft to have freely adjustable fuel resources for each service mission, the remaining 

available fuel should be greater than or equal to 0 after removing the fuel required for each orbital maneuver and 

the fuel required for real-time service, i.e. 

∆Mi = 𝑀𝑖
total - 𝑀𝑖

maneuver - 𝑀𝑖
implement

 ≥ 0   (3-4) 

where △Mi is the remaining amount of fuel for the ith spacecraft; 𝑀𝑖
totalis the total amount of fuel for the ith 

spacecraft; 𝑀𝑖
manual is the fuel consumption of the ith spacecraft orbital maneuver; 𝑀𝑖

implement
 is the fuel 

consumption for the implementation of the ith spacecraft.  

(3) Timeliness constraints 

In order to make all on-orbit servicing tasks be completed within the executable time interval and meet 

certain timeliness requirements, it is necessary to limit the time efficiency, that is 

  (3-5) 

where 𝑇𝑘(𝑙)
StartTime is the start time of phase l in task k; 𝑇𝑘(𝑙)

EarlyTime
 is the earliest start time of task k; 𝑇 Dur

𝑘(𝑙)
 is the 

execution duration of phase l in task k; 𝑇𝑘(𝑙)
LateEndTime is the latest end time of task k.  

(4) Robustness constraints 

Robustness is an important concept in modern control theory and system science, which generally refers 

to the ability to maintain the normal implementation of the scheme in case of emergencies. The robust constraints 

of target allocation emphasize the ability to improve the ability of the scheme to "resist" or "absorb" various 

disturbances and reduce the possibility of readjustment during the implementation of the scheme. For the problem 

of spacecraft target allocation in orbit, the mass robustness included in robustness is as important as the scheme 

robustness,[204] therefore, the robustness constraints are divided into two aspects: mass robustness constraints and 

scheme robustness constraints.  
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The quality robustness constraint is to constrain the performance index of spacecraft target allocation in 

orbit, which requires that in case of emergency, one or some performance indicators of the scheme deviate from 

the performance value of the established scheme not much.[204] Mass robustness is defined as the maximization 

of the probability of completion of an on-orbit servicing task within a given time period, with the constraint that 

the probability of completion of the scheme within a given time period is greater than the minimum standard, i.e. 

P  (𝑇 Dur
𝑘(𝑙)

 ≤ 𝑇𝑘(𝑙)
Dur_limit)  ≥  �̅�min   (3-6) 

where P(・) is the probability function of scheme completion; P̄min is the minimum standard value of the 

probability of program completion. 𝑇𝑘(𝑙)
Dur_limit

 is the time limit for the completion of the Phase l task in Task k. 

The robustness constraint of the scheme is to constrain the stability of the scheme itself, and it is required 

that the deviation from the implementation of the given scheme after an emergency is as small as possible. The 

scheme robustness is defined as the weighting and minimization of the deviation of the actual execution time of 

the task from the time of the scheme and the weighting of the task, and its constraint is that the weighted sum of 

the deviation between the actual execution time and the planned time of the program in the process of program 

execution needs to be less than the minimum standard, that is 

  (3-7) 

where E|•|is the desired function; ΔTmin is the minimum standard value of the deviation of the program execution 

time. 𝜔𝑘(𝑗)is the weighting factor, and 𝜔𝑘(𝑙) ∈  (0, 1); 𝑇𝑘(𝑙)
Dur_planning

is the planned completion time of the lth 

phase in task k.  

 

3.2: ON-ORBIT SERVICING TARGET ALLOCATION INDEX MODEL 

In this section, we will consider and estimate the implementation effect of the target allocation stage in 

the subsequent orbital maneuvering and service implementation process and focus on the calculation model with 

"execution benefit" and "energy efficiency" as the indicators, as shown in Figure 3-1. 

3.2.1: Implement Efficiency Indicators 

The implementation efficiency of spacecraft on-orbit target allocation should be reflected in the 

subsequent orbital maneuvering stage and service implementation stage. Therefore, the estimation index of the 

implementation benefit is decomposed into two parts: the implementation benefit in the orbital maneuvering stage 

and the implementation benefit in the service implementation stage, namely  
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Figure 3-1: On-Orbit Service Target Allocation Index System 

𝐶𝑖𝑗 =  𝐶𝑖𝑗
maneuver + 𝐶𝑖𝑗

counter     (3-8) 

where Cij is the execution benefit index of spacecraft in-orbit target allocation; 𝐶𝑖𝑗
maneuver  is the estimated 

execution benefit of the allocation plan during the orbital maneuvering phase; 𝐶𝑖𝑗
counter is the estimated execution 

benefit of the distribution plan during the service implementation phase.  

3.2.1.1: Execution benefits during the orbital maneuvering phase 

Orbital maneuvering is the control of the spacecraft to change the original flight orbit and enter another 

orbit under the action of the control system, which is a necessary process to complete the on-orbit servicing 

mission. According to the different types and action times of spacecraft thrusters, orbital maneuvering methods 

can be divided into three categories: pulse thrust, finite thrust and small thrust. In the actual flight mission, orbital 

maneuvering is a very complex process that takes into account many factors such as fuel consumption, maneuver 

timeliness, condition constraints, and ground tracking and control, but its basic principle is similar to that of two-

impulse orbital maneuvering,[201] Therefore, this section will take impulse thrust orbital maneuvering as an 

example to analyze the performance benefits in coplanar and non-coplanar orbits.  

(1) Coplanar orbital maneuvering 

Coplanar orbital maneuvering means that the initial orbit and the target orbit are in the same orbital plane, 

and the spacecraft does not need to consider the change of orbital inclination between the two orbits during orbital 

maneuvering.[201] In general, coplanar orbital maneuvers can be further subdivided into common orbital 

maneuvers and hetero-orbital maneuvers.  

Common orbital maneuver (see Figure 3-2) refers to the process in which the spacecraft and the space 

target are located in the same orbit plane and altitude, and the spacecraft performs orbital maneuver to reach the 

target orbital position after several circles around the earth.  

Spacecraft target assignment 

indicators in orbit 
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Execution effectiveness in 
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Execution effectiveness 
of service 

implementation phase 

Energy efficiency in the 
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Energy efficiency during the 
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Figure 3-2: Schematic Diagram of Common Orbit Maneuver 

A typical double-pulse fixed-time multiturn solution can take a multiturn orbit with zero transfer angle, 

but the transfer angle of maneuvering flight is a multiple of 360°.[195] In Figure 3-2, the initial lead angle of the 

space target relative to the spacecraft is β = 180°, and the time for the target to first reach the orbital position 

shown in Figure 3-2 is half of the known orbital period of the target, and the subsequent time for the target to 

reach the same position can be given by adding the multiple of the target's orbital period. Therefore, the total 

flight time of the target to the specified multi-turn is known, and this time is also the time of the spacecraft's multi-

turn orbital maneuver at zero transfer angle 

𝛥𝑡 =  (360𝑛T +  𝜃 −  𝛽) / 𝜔𝑇   (3-9) 

where Δt is the orbital maneuver time of the spacecraft; the number of full orbits of the 𝑛𝑇 space target; θ(0°≤ θ 

< 360°) is the transfer angle of the spacecraft; β is the initial lead angle of the space target relative to the spacecraft; 

ωT is the average angular velocity of the target orbit.  

Off-orbital maneuvering (see Figure 3-3) is the process in which a spacecraft initially lies on another orbit 

different from the orbit of a space target and reaches the vicinity of the target orbit with two or more pulses within 

a specified time.[195] 

For indefinite time hetero-orbit maneuvers, theoretically speaking, the impulse thrust of the two impulses 

can realize the transfer from the initial orbit to any target orbit.  

Space target Spacecraft 
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Figure 3-3: Schematic Diagram of Off-Orbit Maneuvering 

Minimum impulse, finite time, and double-pulse maneuvering,[196] are the basis for other types of orbital 

maneuvers. In the double-pulse thrust orbital maneuver shown in Figure 3-3, the first velocity impulse Δv is 

generated at any point P1 of the initial orbit with radius r1, which changes its original orbit and flies to the transfer 

orbit. In general, the orbital transfer problem is based on the velocity impulse Δv at the periapron point. While 

changing the original orbit position, it is also necessary to consider the problem of the apex point smoothly 

entering the target orbit. However, in the orbit service, the orbit entry behavior may not be taken after reaching 

the vicinity of the target orbital position.  

A model of the relationship between the velocity impulse of orbital maneuvering and the orbital radius 

was constructed.[201] 

{
  
 

  
 𝑣𝑐1 = √

µ

𝑟1

𝑣𝑐2 = √
µ

𝑟2

△ 𝑣 =  𝑣𝑐1 (√
2(𝑟2 / 𝑟1)

1+ (𝑟2 / 𝑟1)
− 1)

    (3-10) 

where vc1 and vc2 are the velocities of the initial orbit and the target orbit, respectively. △v is the velocity impulse 

of the periapsis point; r1 is the initial orbital radius; r2 is the radius of the target orbit; μ is the gravitational constant 

of the celestial body.  

Based on this, it is possible to estimate the time taken by the spacecraft to maneuver to the target orbit

Transfer orbit 

Initial orbit 

Target orbit 
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   △ 𝑡 =  
𝜋

√µ
 (
𝑟1+ 𝑟2

2
)

3

2
    (3-11) 

(2) Non-coplanar orbital maneuvering 

When the initial orbit does not coincide with the orbital plane of the target orbit, the maneuvering process 

of the spacecraft transferring from the initial orbit to the target orbit is called non-coplanar orbital maneuvering.[201] 

The focus of this section is to introduce the calculation method of the execution benefit of the orbital maneuver 

phase, and here we take the typical application of geostationary orbit maneuver as an example.  

When a spacecraft maneuvers from an initial orbit with an orbital inclination angle of i1 and a radius of r1 

to a target orbit with an orbital inclination angle of 0° and a radius of r2, the maneuvering process can be converted 

into a Lambert problem for solving. The so-called Lambert problem is a problem of the position vector and the 

transition time of two points in space relative to the center of gravity, and it is required to determine an orbital 

maneuver that passes through these two points and the transfer time meets the requirements.[198] 

For the elliptical transfer orbit shown in Figure 3-4, according to Lambert's theory, the orbital maneuver 

time Δt from the initial orbital point P1 to the target orbital point P2 depends only on the semi-major axis of the 

transfer orbit, the sum of the radial radials of the two endpoints from the center of gravity, and the chord length 

connecting the two points, in the following mathematical form.[198] 

  √µ Δ𝑡 = 𝐹 (𝑎, 𝑟1 + 𝑟2, 𝑐)   (3-12) 

where μ is the gravitational constant of the earth; Δt is the orbital maneuver time; F(•) is the Lambert expression 

function; 𝑎 is the semi-major axis of the transfer orbit; (𝑟1+ 𝑟2) is the sum of the radials of the two endpoints from 

the center of gravity; c is the chord length that connects the initial orbital point P1 the P2 to the target orbital point.  

Based on this, the analytical solution of the Lambert problem for elliptical transfer orbits can be obtained 

√µ Δ𝑡 =  𝑎
3

2 [2𝑁𝜋 +  𝛼 −  𝛽 − (sin𝛼 − sin 𝛽)]   (3-13) 

where N is the number of rotations; the variables α and β are determined by the equation parameter  

(𝑎, 𝑟1 + 𝑟2, 𝑐).  

sin
𝛼

2
= (

𝑠

2𝑎
)

1

2
;  sin

β

2
= (

𝑠−𝑐

2𝑎
)

1

2
    (3-14) 

where the variable is the half-perimeter of the spatial triangle formed by the initial orbital point 𝑃1 target orbital 

point 𝑃2 and the gravitational center, and s = (𝑟1+𝑟2+c) / 2.   
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Figure 3-4: Schematic Diagram of Non-Coplanar Orbital Maneuver 

Suppose m ={1, 2,...,M} represents the collection of spacecraft capable of on-orbit servicing, and n ={1, 

2,...,N} represents the collection of space targets. The Wn indicates the priority of the nth objective. According to 

different objectives, taking into account the priority and orbital maneuvering time, the benefit index model of the 

orbital maneuvering stage is constructed 

 (3-15) 

Where 𝐶𝑖𝑗
maneuver is the estimated benefit of orbital maneuvering from spacecraft i to target j, 𝑊𝑗 is the priority 

of space target j, Δ is a very small number that avoids the    (•) term always being zero, 𝑋𝑖𝑗 is the allocation 

decision variable, and 𝛥𝑡𝑗 is the estimated time spent on orbital maneuvering from spacecraft i to target j. 

3.2.1.2: Execution benefits in the service implementation phase 

The implementation benefit of target allocation in the service implementation stage is mainly reflected in 

the service benefit. According to the division of spacecraft service mode, the revenue in the service 

implementation stage is divided into two situations: single-aircraft service income and multi-aircraft service 

income.  

Target orbit Transfer orbit 

Initial orbit 
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(1) Stand-alone service revenue 

If, based on target allocation, only one spacecraft 𝑃𝑖 is used to provide service for space target 𝐸𝑗, let 𝐶𝐼𝑖 

be the spacecraft single-flight service capability index, 𝐿𝑂𝑖(𝑡) be the service capability of the payload carried by 

the spacecraft at time t, and 𝐷𝐹𝑗be the minimum service requirement for space target 𝐸𝑗 .[193] The success 

probability of spacecraft 𝑃𝑖 serving space target 𝐸𝑗 is 

𝑃𝐴𝑖𝑗 {
𝐶𝐼𝑖  𝐿𝑂𝑖(𝑡)  ≥  𝐷𝐹𝑗
0  𝐿𝑂𝑖(𝑡) <  𝐷𝐹𝑗

     (3-16) 

If 𝑊𝑗is the service priority of the space target, then the service revenue of the spacecraft 𝑃𝑖to the space 

target 𝐸𝑗is 

𝐶𝑖𝑗
𝑐𝑜𝑢𝑛𝑡𝑒𝑟 = 𝑃𝐴𝑖𝑗 • 𝑊𝑗     (3-17) 

(2) Multi-machine service revenue 

If m spacecraft are used to carry out services to space targets at the same time according to Ej target 

allocation, M = P1, P2,..., Pm the number of spacecraft participating in on-orbit servicing. Multiple spacecraft can 

carry the same or different types of payloads to carry out services to space Ej targets, and the service effect will 

be stronger than that of single aircraft services, so the success probability of m spacecraft serving space target Ej 

is η if the joint service gain parameter is set 

  (3-18) 

If 𝐸𝑗 is the service priority of the space target, then the service revenue of the m spacecraft to the space 

target Ej at time t is 

    (3-19) 

3.2.2 Energy Efficiency Indicators 

The energy efficiency of spacecraft target allocation in orbit can also be reflected by estimating the energy 

consumption in the subsequent orbital maneuvering phase and the energy consumption estimation in the service 

implementation phase.  
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Therefore, the energy efficiency index is decomposed into two parts: energy consumption in the orbital 

maneuvering stage and energy consumption in the service implementation stage, namely 

𝐻𝑖𝑗 = 𝐻𝑖𝑗
𝑚𝑎𝑛𝑒𝑢𝑣𝑒𝑟 + 𝐻𝑖𝑗

𝑐𝑜𝑢𝑛𝑡𝑒𝑟    (3-20) 

where 𝐻𝑖𝑗is the energy efficiency index assigned to the spacecraft's on-orbit target; 𝐻𝑖𝑗
𝑚𝑎𝑛𝑒𝑢𝑣𝑒𝑟  is the estimation 

of energy efficiency during the orbital maneuvering phase; 𝐻𝑖𝑗
𝑐𝑜𝑢𝑛𝑡𝑒𝑟  is the energy efficiency estimation during 

the service implementation phase. 

(1) Energy efficiency in the orbital maneuver phase 

Through the analysis of orbital dynamics and Kepler motion, it can be seen that the velocity impulse Δv 

increases within a certain range, and the orbital maneuvering path will evolve from an ellipse to a parabola via an 

elongated ellipse, as shown in Figure 3-5. Under Kepler's law, the method of estimating the orbit maneuver time 

and each orbit parameter only needs to know the position of the initial orbit and the target orbit and the velocity 

impulse that can be provided, which belongs to the Gaussian transfer method. Compared with the Hohmann 

transfer, the Gaussian transfer mode generated by the change of velocity impulse can effectively reduce the 

maneuvering time between orbits, but at the cost of increasing the velocity impulse, which puts forward higher 

requirements for the power plant and fuel reserve of the spacecraft. 

 
Figure 3-5: Morphological Diagram of Orbital Maneuvering at Different Speeds 

  

Each transfer orbit 
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The velocity impulse Δv in the Gaussian transfer method is an uncertain quantity, which needs to be 

determined in advance according to the power unit and fuel reserve. Based on Kepler motion,[201] a model of the 

relationship between the pericamber point of the transfer orbit and the initial orbital velocity with velocity impulse 

as a variable can be established.[206] 

𝛥𝑣 = 𝑣𝐸𝑃 − v𝑐1 = 𝑣𝐸𝑃 − √
µ

𝑟1
    (3-21) 

where 𝑣𝐸𝑃is the near camber velocity of the transfer orbit tangent to the initial orbit.  

Based on the principle of conservation of momentum, Tsiolkovsky gave a theory of the relationship 

between velocity impulse and fuel loss,[207, 208] that is, the spacecraft can generate and obtain acceleration at its 

original operating speed through a counter directional propulsion system that consumes its own fuel mass. 

Therefore, an impulse mobile fuel consumption estimation model is constructed 

     (3-22) 

where 𝑣𝑒 is the effective exhaust velocity of the spacecraft's impulse engine.  

According to the service success probability model equation (3-16) and equation (3-18), the energy 

efficiency of the orbital maneuver phase can be comprehensively measured by the fuel consumption estimation 

and the service success probability 

   (3-23) 

where 𝑊𝑗is the priority of the spatial target 𝐸𝑗; 𝑋𝑖𝑗 is the allocation of decision variables; 𝛿𝑖𝑗
2  is random error.  

(2) Energy efficiency in the service implementation phase 

The dynamic equation of the spacecraft in the service implementation phase can be described by the C-W 

equation,[209] as shown in Figure 3-6, which forms a coordinate system with the x-axis along the geocentric vector, 

the y-axis of the orbital velocity of the space target, and the z-axis of the normal direction of the orbital plane. 

Assuming that the spacecraft is only controlled by the control force, excluding the perturbation, its orbital control 

force 𝑭𝑃= (𝐹𝑥, 𝐹𝑦, 𝐹𝑧)
T, and the relative equation of motion relative to the space target is[209, 210] 

  



China Aerospace Studies Institute 

77 

 
Figure 3-6: Orbital Coordinate System During Service Implementation 

 (3-24) 

where 𝜔𝐸 = √𝜇/𝑎𝐸
3is the angular velocity of the orbit of the space target; μ is the gravitational constant of the 

earth, 𝑎𝐸is the semi-major axis of the orbit of the space target; 𝑚𝑝for spacecraft mass.  

During the service implementation phase, the spacecraft needs to increase the velocity impulse, which is 

generated by consuming the fuel carried by the spacecraft. Describe the equations of motion of the spacecraft as: 

𝑚𝑃
d𝑣𝑃

d𝑡
= 𝑭P • 𝐯P    (3-25) 

where 𝑣𝑃=(𝑣𝑥, 𝑣𝑦, 𝑣𝑧)T is the instantaneous velocity of the spacecraft. 

Let 𝑷𝑃 indicate the power of the spacecraft, and 𝑷𝑃=𝑭𝑃 • 𝒗𝑃, then there is 

 

 

 

  

Spacecraft 

Space targets 
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𝑷𝑃 = 𝒗(−
d𝑚𝑃

d𝑡
)    (3-26) 

where 𝑣 = (𝑣𝑥,𝑣𝑦,𝑣𝑧) is the effective rejection rate of the fuel product.[212] 

Thus, the available spacecraft velocity increment is[212] 

∆𝒗𝑃 = 𝒗ln
𝑚P
0

𝑚P
f        (3-27) 

where 𝑚P
0 and 𝑚P

f  are the initial and ending mass of the fuel-carrying spacecraft, respectively.  

The estimated model of fuel consumed by the spacecraft during the service implementation phase is: 

    (3-28) 

Therefore, considering the priority of the target service and the probability of service success, the energy 

efficiency model of the service implementation stage is constructed 

  (3-29) 

 

3.3: TARGET ALLOCATION SOLVING ALGORITHM BASED ON IMPROVED DEEP Q NETWORKS  

The in-orbit target allocation under the composite service mode is a process in which the number of targets, 

the number of orbit roots, and the distribution of spacecraft forces are taken as inputs, and the execution benefit 

and energy efficiency are taken as the optimal allocation goals, and the two service modes of "one-to-many" and 

"many-to-one" are considered at the same time. In order to achieve this effect, to further improve the shortcomings 

of the conventional method that are difficult to directly apply to the composite service mode and the high operation 

time, this section constructs a two-way training network of Deep Q Networks, improves the convergence and 

stability of the Deep Q Networks (DQN) algorithm, and introduces a target allocation solving algorithm based on 

the improved Deep Q Networks. 

3.3.1: Target Assignment Deep Q Networks 
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According to the research framework of intelligent planning for the whole process of on-orbit servicing, for the 

problem of in-orbit target allocation in the composite service mode, the spacecraft can adopt behaviors according 

to the initial assumed allocation strategy to realize the interaction with the battlefield environment, and generate 

a new state under the joint action of behavior and environment while feeding back a certain execution effect, so 

that the continuous interaction between the spacecraft and the environment can generate a large amount of data. 

Deep Q Networks is an example of how to use the generated data to select behaviors, and then continue to interact 

with the environment to generate new data, and use the new data to further improve behavior. Therefore, it is 

necessary to get rid of the traditional rule-based target allocation method, pursue the balanced development of 

execution efficiency and energy consumption efficiency in Deep Q Networks, and realize the solution of on-orbit 

target allocation in the composite service mode through self-learning and self-training. 

(1) Target distribution network structure 

In the Deep Q Networks network, the optimal allocation strategy D* is used for the purpose of obtaining 

the optimal allocation strategy, the success probability of the joint service is taken as the state quantity St, the 

energy efficiency is used as the execution effect (return) Rt, and the assignment factor, fuel consumption, 

timeliness and robustness are used as the parameters of the allocation strategy θ —. Firstly, the target allocation 

scheme D is initialized, its parameter θ is initialized randomly, and the parameter θ — of the target allocation 

scheme D* is initialized by the parameter θ. After that, M iterations of the allocation scheme were performed, 

that is, M times of Deep Q Networks network autonomous training was performed. During each iteration, the 

initial state S1 is initialized X1 the space environment and encoded φ by a conversion function. Then, Deep Q 

Networks forward transmission is carried out, and the following specific content is completed in each time step t: 

According to the current target allocation scheme D, select behavior 𝐴𝑡 and execute, and the execution effect 

(return) is observed Rt and the current space environment 𝑋𝑡+1will be St, At and 𝑋𝑡+1are combined to get the 

current latest state 𝑆𝑡+1and encode with φ, and then φt, At, Rt, and φt+1 are stored as experience fragments in the 

playback memory unit M. Then, Deep Q Networks reverse training was performed, that is, the experience 

fragments were extracted from the playback memory unit in batches to train the parameters of the neural network, 

the error value of the target assigned to the target was calculated and guided by it, and the backpropagation 

mechanism was used to transmit it to each layer of the network layer by layer to complete an update of the scheme 

parameter θ. Finally, after each C update, the target allocation scheme parameter θ — is updated with the current 

θ value. This is repeated until the target allocation scheme D* meets the target effect or reaches the set number 

of times, and the automatic allocation process is terminated. Figure 3-7 shows the network structure of Deep Q 

Networks.  
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Figure 3-7: Target Assignment Deep Q Networks Network Fabric 

(2) Forward transmission of target allocation 

In the process of target allocation, while pursuing the high efficiency of target allocation, in order to ensure 

that each space target has a spacecraft to deal with it and can reach the preset success probability threshold, 

combined with the overall target formula (3-1) and the constrained space, the forward transmission of the Deep 

Q Networks network is expressed as 

(3-30) 
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The penalty function method is used to transform the constrained optimization problem into the following 

unconstrained optimization problem 

(3-31) 

where 𝑊𝑗is the priority of the jth target; the parameter τ is the penalty coefficient; and the expressions of ℎ𝑗, 𝑔𝑗 , 

𝑘𝑗, 𝑙𝑗, 𝑡𝑗, 𝑟𝑗, 𝑒𝑗 and 𝐷𝑗 are respectively 

 (3-32) 

The process of maximizing target G is not only the maximization of current benefits, but also the 

cumulative benefits of the long term. The goal allocation goal sought is noted as a Gt, defined as a function of the 

sequence of execution effects (returns), which is the cumulative effect of execution over time 

(3-33) 

In the face of a continuous task, n = ∞ at the final moment, the maximum comprehensive benefit tends to 

be infinite, and it will be unnecessary trouble to continue to describe it with equation (3-33). To do this, each item 

in Eq. (3-33) is "discounted" so that it receives a return weighted by the discount factor 

 (3-34)  
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where γ is the discount rate, and 𝛾 ∈ [0, 1].  

The introduction of the discount rate results in a return of only 𝛾𝑛−1times the current value at the next n 

moments. When γ = 0, it means that only the next decision is always considered, which is "short-sighted" and 

only cares about the current benefits. But when γ > 0, as the discount rate increases, more attention will be paid 

to the future situation, and the long-term vision will be taken into account, which means that the decision will 

become far-sighted. This process can be illustrated in Figure 3-8.  

 
Figure 3-8: Cumulative Benefits of Target Allocation After the Introduction of the Discount Rate 

In the opposite equation (3-34), the comprehensive benefits of adjacent moments can be expressed 

recursively 

 (3-35) 

With the cumulative benefit of target allocation, the state value function can be used to evaluate the effect 

of behavior in a given state. The state-value function is related to a particular way of behaving, which this book 

calls "allocation strategies.” An allocation strategy is a mapping from a state to the probability of a behavior being 

executed. When t selects the allocation strategy π, then 𝜋(𝑎|𝑠)is the probability of executing the behavior 𝐴𝑡 = 𝑎 

in the state St = s. Therefore, the expected value of the probability of the execution effect obtained in state s 

according to the allocation strategy π selection behavior 𝑎can be called the state value function 𝑣𝜋(𝑠) 

(3-36) 

where Eπ[•] is the desired function for a random variable given an allocation strategy. Similarly, the value of 

behavior 𝑎 selected in state s based on the allocation strategy π is called the behavior value function.   

Time 
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The behavioral value function 𝑄𝜋(St, a) is the expected return of all possible benefit sequences starting from state 

s and after performing behavior 𝑎, according to the π of the allocation strategy 

 (3-37) 

Deep Q Networks' goal allocation problem is to find an allocation strategy through self-training and 

learning, so that it can get the maximum benefit in the long-term behavior process. When the allocation strategy 

π always outperforms all other strategies, the allocation strategy π referred to as the optimal strategy π*. During 

this period, if an allocation strategy π is considered to be better than any other strategy π′, then its execution effect 

on all states should be better than or equal to the effect of strategy π′, that is, for 𝑠 ∈ 𝑆, 𝑣𝜋(𝑠) ≥ 𝑣𝜋′(𝑠). Denote 

the optimal state value function as 

   (3-38) 

The optimal strategy also enjoys the optimal behavioral value function, which can be expressed as: 

(3-39) 

For the binary set of state and behavior, the optimal state value function v*(s) can be used to represent the 

optimal behavior value function q*(s, a), i.e., 

 (3-40) 

Therefore, the forward transmission of target allocation is the process of seeking the optimal allocation 

strategy to maximize the behavioral value function through the cumulative analysis of the benefits of the 

allocation target. 

(3) Target assignment inverse training 

Target allocation inverse training is a process of updating parameters and improving the allocation scheme 

by adjusting the error between the iterative effect of the scheme and the estimation of the value function on the 

basis of forward transmission. 

For some experiences π allocation strategies, as well as the non-terminating states in these experiences, 

the state value function can be estimated according to equation (3-36) in the reverse training. However, according 

to the cumulative characteristics of the comprehensive benefits of Eq. (3-34), each estimation needs to wait until 

the execution effect of the final act is obtained 
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  (3-41) 

where 
1

𝑛
 is the constant step parameter.  

In order to avoid having to wait until the end of an act to determine V(St), the sequential differential pair 

(3-41) can be improved to obtain an estimate V(St) based on the obtained data without waiting for the final result 

of the interaction 

(3-42) 

Figure 3-9 provides a complete description of the estimation process for this time series difference. The 

estimation of time series differences has two distinct comparative advantages: 

1) Compared to the Monte Carlo method, this method naturally uses an online, fully incremental approach 

to prediction, i.e., there is no longer a need to wait until the end of an act. 

2) Compared with the dynamic programming method, this method no longer requires an environment 

model. 

In Eq. (3-42), the result of the calculation in parentheses represents an error that determines the difference 

between the next time 𝑅𝑡+1 − 𝛾V(𝑆𝑡+1) the current V(St) and is named the Timing Difference (TD) error term 

(3-43) 

Based on the estimation idea of time series difference, the estimation of the optimal behavior value 

function can be realized by Q-learning. 
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Time series difference (TD), which is used to estimate V(𝑆𝑡) 

Input: The π of the policy to be estimated 

Algorithm parameters: step size 
1

𝑛
𝜖(0, 1] 

For all 𝑠 ∈ 𝑆+, arbitrary initialization V(𝑆𝑡), where V(termination state) = 0 

For each loop: 

 Initialize S 

 Each step in the playbook: 

  A← strategy π the decision action made in state S to execute action A, observed  

R, S' 

   
 Until S is in the terminated state 

Figure 3-9: The Estimation Process of Time Series Difference 

According to the current state 𝑆𝑡 and its behavior 𝐴𝑡, combined with the observed state 𝑆𝑡+1 and execution effect 

𝑅𝑡+1 at the next moment, the value function of the next optimal behavior can be estimated 

 (3-44) 

Figure 3-10 illustrates the estimation process of Q-learning in its entirety. 

In the estimation process of the behavioral value function, the optimal behavioral value function is directly 

taken as the learning goal, which is no longer related to the allocation strategy used to generate the trajectory of 

the decision sequence, which will greatly simplify the process of operation and analysis. Therefore, in the reverse 

training process, this parameter update method based on time series difference (TD) error is expressed as  

(3-45) 

where 𝑅𝑡+1 is the execution effect of the allocation scheme in the state 𝑆𝑡+1; 𝛾 ∈ [0, 1] is the discount factor; 

Q(𝑆𝑡+1, 𝑎;𝜃𝑡) is the estimate of the value of behavior after taking behavior 𝑎 according to the allocation scheme 

𝜃𝑡 in state 𝑆𝑡+1.  

According to Eq. (3-44) and Eq. (3-45), the minimum error function of the reverse training is constructed 
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Q-learning, which is used to estimate Q(𝑆𝑡 , 𝑎) 

Algorithm parameters: step size 
1

𝑛
𝜖(0, 1] 

Arbitrarily initialize Q(s, 𝑎) for all 𝑠 ∈ 𝑆+, 𝑎 ∈ 𝐴(𝑠) where Q(terminal state, ⋅)= 0 

For each act: 

 Initialize S 

 Each step in the playbook: 

  Using the strategy π obtained from Q, select A outside S to perform the action A 

observes R, S' 

   
 Until S is in the terminated state 

Figure 3-10: The Estimation Process of Q-Learning 

 (3-46) 

Therefore, the gap between the iterative effect of the scheme and the estimation of the value function is 

continuously reduced through the target allocation inverse training, and the optimal direction is continuously 

modified and improved to obtain the optimal allocation scheme. 

3.3.2: Deep Q Networks Convergence and Stability Improvements 

Typically, Q Teaming in Deep Q Networks is maximized on the basis of the estimate, which can be seen 

as an implicit estimation of the maximum, and this treatment produces a significant reward bias. In particular, 

due to the instability of the model during the training process, the bias will cause the judgment bias of the model 

on the advantages and disadvantages of behavior, which will affect the convergence of the model. In addition, 

due to the possible prediction error of Deep Q Networks, the behavior value function will be corrected in the 

direction of the maximum error by using its maximum approximation every time, and the error will be amplified 

after repeated iterations, resulting in the final convergence of the behavior value function value much higher than 

the real one, resulting in the overestimation problem affecting the network stability.[214] 

To solve this problem, the improved network structure of Deep Q Networks as shown in Figure 3-11 was 

constructed, and the convergence improvement of Deep Q Networks was realized by splitting the behavior value 

function into the state value function and the behavior advantage function to alleviate the reward bias problem.  
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By changing the original single-neural network estimation method to double-Q network estimation, the 

overestimation problem is alleviated and the stability of Deep Q Networks is improved. 

 
Figure 3-11: Deep Q Network Structure Convergence and Stability Improvements 

(1) Deep Q Networks’ convergence improvement 

Deep Q Networks is an approach that combines reinforcement learning with neural networks, in which 

the neural network is essentially a multilayer perceptron (MLP).[194] Multilayer perceptrons introduce one or more 

hidden layers on top of a single-layer neural network, which are located between the input and output layers. 

Figure 3-12 illustrates the neural network of a multilayer perceptron in Deep Q Networks. In this multilayer 

perceptron, the number of inputs and outputs is nine sum machines, and in the middle are three layers of hidden 

layers, each hidden layer is a fully connected structure, that is, the neurons are fully connected with each input in 

the input layer, and the neurons in the output layer and each neuron in the hidden layer are also fully connected.   
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Figure 3-12: Deep Q Networks Multilayer Neural Network Structure 

For Deep Q Networks multilayer neural network, the behavior value function 𝑄(𝑆𝑡 , 𝑎) can be naturally 

split into two parts: the state value function V(St) and the behavioral advantage function 𝐴(𝑆𝑡 , 𝑎). Among them, 

the state value function is independent of behavior; the behavioral dominance function is related to behavior, 

measures the degree of average return of behavior relative to the state, and can be used to solve the problem of 

reward bias.  

Accordingly, in order to further solve the problem of reward bias, improve the training effect of neural 

networks, and accelerate the method convergence speed, a competitive neural network is constructed to replace 

the single-output network model in classical Deep Q Networks. As shown in Figure 3-13, the fully connected 

layer output of Deep Q Networks' multilayer neural network is divided into a state value V(St) and a behavior 

dominance value 𝐴(𝑆𝑡 , 𝑎) 

𝑄(𝑆𝑡 , 𝑎) = V(𝑆𝑡) + 𝐴(𝑆𝑡 , 𝑎)   (3-47) 

According to Eq. (3-47), simply decomposing the value function of the action will not work. Because after 

the action value function is split, when the behavior is fixed, there are infinite possible combinations of state 

values and behaviors, and in fact only a small part of the combinations is reasonable and close to the true values. 

For this reason, it is also necessary to limit the output of the two parts of state value V(St) and behavioral advantage 

value 𝐴(𝑆𝑡 , 𝑎).  

According to the behavioral dominance function 𝐴(𝑆𝑡 , 𝑎) the expected value is zero.[215, 216]  

Input layer Hidden layers Output layer 

Q (S, a) argmax 
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Figure 3-13: Deep Q Networks Competing Neural Network 

(3-48) 

Limit the behavioral dominance function 𝐴(𝑆𝑡 , 𝑎)by modifying Eq. (3-47) to 

 (3-49) 

At the effect level, if the behavioral advantage value of the current allocation scheme is 𝐴(𝑆𝑡 , 𝑎) positive, 

it means that the scheme performs better than all other possible schemes in terms of execution effect; conversely, 

if the behavioral advantage value 𝐴(𝑆𝑡 , 𝑎) of the allocation regimen is negative, it means that the potential 

execution of the regimen is below average.  

From the method level, decomposing the value of the behavioral value function into the state value 

function and the dominant value function, compared with the direct use of the behavior value function value, the 

processing of removing the mean of all the dominant values keeps the expected value of the behavioral value of 

the behavior value at 0, so as to ensure the rapid convergence of the model and the efficient output. 

(2) Deep Q Networks stability improvements 

The overestimation phenomenon in Deep Q Networks is that it contains uniformly distributed random 

errors within [-ε, ε], which will cause each behavioral value function to be overestimated by γ times.[217] 

  

Hidden layers Input layer Output layer 

V(S) 

A(S, a) 

argmax 
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Considering that in the state where the optimal behavior value estimation function is equal to the optimal 

state value estimation function, that is, Q*(𝑆𝑡 , 𝑎)= V* (𝑆𝑡), assumes that the behavior value estimation error is an 

independent uniform random distribution of [–1, 1] and satisfies 

  (3-50) 

It can be obtained according to the independent distribution characteristics of the value estimation error 

 (3-51) 

The function P(𝜀𝑎 ≤ 𝑥) is the Cumulative Distribution Function (CDF) of 𝜀𝑎, which can be divided into 

(3-52) 

And then it can be obtained 

(3-53) 

The expectation of the random variable max
𝑎
𝑥𝜀𝑎  can be expressed by a cumulative distribution function  

 (3-54) 

where fmax (・) is the probability density function of the variable x, which is defined as the derivative of the 

cumulative distribution function 
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  (3-55) 

So when x ∈ [-1, 1], there is 

   (3-56) 

where m is the number of actions that can be taken. 

For the integration of Eq. (3-56), we get the expectation of max
𝑎
𝑥𝜀𝑎 , and we can determine the 

overestimation multiple γ  

   (3-57) 

This phenomenon of overestimation in Deep Q Networks is rooted in the fact that the same sample is used 

in the process of determining the most valuable behavior and estimating its value. To this end, this book divides 

these samples into two and independently estimates the value of the behavior, obtaining Q1 and Q2. Use one of 

these estimating Qi to get the maximum behavior 

   (3-58) 

An estimate that utilizes another estimate Q2 to determine its value 

  (3-59) 

Since E[𝑄2(A*)] = q(A*),[218] therefore, 𝑄2(A*) is an unbiased estimate.  

Interchanging the process of Eq. (3-58) with Eq. (3-59), i.e., exchanging the roles of Q1 and Q2, gives 

another unbiased estimator 

  (3-60) 

Eq. (3-59) and Eq. (3-60) constitute a double-Q learning idea, and the whole estimation process is shown 

in Figure 3-14. 

In Deep Q Networks, the same parameter θt is used to perform the behavior after selecting the best 

behavior a* of state 𝑆𝑡+1according to the timing differential target update formula (3-45). 
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Double-Q learning for estimating 𝑄1 ≈ 𝑄2 ≈ q
* 

Algorithm parameters: step size 
1

𝑛
𝜖(0, 1] 

For all 𝑠 ∈ 𝑆+, 𝑎 ∈ 𝐴(𝑠) , arbitrarily initialize 𝑄1  (s, 𝑎)  and 𝑄2  (s, 𝑎) , where Q(termination 

state, ⋅) = 0 

For each loop: 

      Initialize S 

      Each step in the playbook: 

              Based on Q1 + Q2, select A in S π to use the strategy 

              Execution behavior A Observed R, S′ 

              Execute with a probability of 0.5: 

                  
              Or execute: 

                  
      Until S is in the terminated state 

 
Figure 3-14: The Estimation Process of Double-Q Learning 

Selection and evaluation.[219] However, this approach would cause the maximum of the estimated value to 

be regarded as the largest estimate of the true value, thus creating an overestimation phenomenon. Although the 

goal of Deep Q Networks is to find the optimal strategy, the non-uniform occurrence of the overestimation 

phenomenon will cause the value function to be overestimated and affect the decision, resulting in the final 

decision is not optimal, but only suboptimal.[220] 

In order to weaken the influence of the maximum error, based on the double-Q learning model, another 

neural network is introduced to select and update the behavior with different value functions. Therefore, the 

parameter θt is used to select the behavior through Eq. (3-45), and after the optimal behavior 𝑎∗ is selected, the 

parameter 𝜃𝑡
− of another neural network is used to update the behavior[186] 

  (3-61) 

According to Eq. (3-61), a new Timing Differential (TD) target update formula can be obtained 

 (3-62) 

Therefore, the double-Q learning model is used to improve the time series difference target update formula 

and reduce the overestimation of the value function of the behavior, which can help the method to select a better 

allocation scheme and achieve better results 
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execution, and the stability of the method is improved as a result. 

3.3.3: Target Allocation Method Process 

After clarifying the network inputs, outputs, key models and training structures, the main process of the 

spacecraft on-orbit target allocation method is given based on the stability improvement and convergence 

improvement of Deep Q Networks (see Figure 3-15). 

Step 1  The spacecraft in-orbit target allocation scheme D is initialized by stochastic θ. 

Step 2  Let 𝜃𝑡 = 𝜃, according to Eq. (3-45) and Eq. (3-61), the behavior value of the time-series 

differential target is calculated. 

Step 3  Iterate over each event in a loop. 

Step 4  The first state St of the initialization event is preprocessed to obtain the optimization feature 

vector corresponding to the state ƒ(St ). 

Step 5  Loop every step of each event. 

Step 6  Use the probability ε to execute the behavior A in the current allocation scheme D, and if 

the small probability exploration event does not occur, the greedy strategy is used to execute the behavior with 

the largest function value of the current behavior value . 

Step 7  Execute behavior 𝐴𝑡 in the simulator and observe the execution effect 𝑅𝑡+1. 

Step 8  Set up 𝑆𝑡+1=𝑆𝑡 conformity (𝑆𝑡,  𝐴𝑡,  𝑅𝑡+1, 𝑆𝑡+1) and stored in the playback memory unit. 

Step 9  Uniformly and randomly sample a transformed sample data from replay memory unit and 

store the result as (𝑆𝑡, 𝐴𝑡, 𝑅𝑡+1, 𝑆𝑡+1). 

Step 10 Determine whether it is the termination state of an event, and if so, the TD target is 𝑅𝑡+1, 

otherwise the TD target 𝑌𝑡
𝐷𝑄

 will be calculated according to Eq. (3-62).  

Step 11 In the reverse training, a gradient descent ∇E is performed on Eq. (3-46), and the target 

allocation scheme parameter θ- is updated by gradient backpropagation of the neural network. 

Step 12 If 𝑆𝑡+1 is in the terminated state, and the current iteration is completed, otherwise go to step 

3. 
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Figure 3-15: Solving Process Based on the Improved Target Allocation Algorithm of Deep Q Networks 

 

Begin 

Come to an end 

Initialize the allocation policy 

Calculate the target value of the time series table 

Iterate over each event in a loop 

Loop every step of each event 

Get event status 𝑆𝑡,  
optimize Eigenvectors 𝒇(𝑆𝑡) 

 

Select behavior 

Observe the execution effect 𝑅𝑡+1 

 

Next status 𝑆𝑡+1 

 

(𝑆𝑡, 𝐴𝑡 , 𝑅𝑡+1, 𝑆𝑡+1) stored in the 

playback memory unit 

 

No Is the amount of data in the 
playback memory unit 

greater than the threshold? 

Yes 

Randomly sampled sample data  

(𝑆𝑡, 𝐴𝑡, 𝑅𝑡+1,  𝑆𝑡+1) 

 

Termination status? 

Calculating TD target 𝑌𝑡
𝐷𝑄

 

 

Backpropagation updates the target  

assign policy parameters 

Termination status? 

Yes 

Yes 

No 

No 



China Aerospace Studies Institute 

95 

3.4: CASE STUDY OF ON-ORBIT TARGET ALLOCATION UNDER COMPOSITE SERVICE MODE 

In order to verify the applicability of the on-orbit target allocation model in the composite service mode 

and the effectiveness of the target allocation solving algorithm based on the improved Deep Q Networks, a case 

simulation and analysis are carried out in this section. 

3.4.1: Case Description 

In an on-orbit servicing mission, there are 13 geostationary orbit satellite targets, and their orbital root 

numbers[225] are shown in Table 3-1. In the table: e is the eccentricity; i is the orbital inclination; Ω is the ecliptic 

longitude of the ascending node; ω is the pericentricity angle; τ is the flat peripoint angle. Six spacecraft with an 

orbital radius of 38, 864 km, a mass of 2, 000 kg, an initial true perigee angle of 0°, and a specific impulse of the 

propulsion system of 300 s can perform on-orbit servicing missions, and their orbital root numbers are shown in 

Table 3-2. In view of the uneven supply and demand quantity, the large number of scattered targets and the limited 

service force in orbit, in order to obtain a high service success probability, it is proposed to adopt a composite 

service model combining "one-to-many" and "many-to-one,” and seek the balanced development of 

implementation benefits and energy consumption efficiency while comprehensively considering the assignment 

constraints, fuel constraints and timeliness constraints, and improve the service success probability of target 13 

and reach 85% on the basis of satisfying the service success rate of 70%. According to the prior information, the 

service success probability PA of each spacecraft is known, the velocity increment from the spacecraft to each 

target orbit is determined according to the number of orbital roots, and the fuel consumption △m, the success 

probability threshold �̅� and the target priority W are estimated by combining with the Tsiolkovsky formula, 

respectively. 
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Table 3-1: Number of orbital roots for space targets[225] 

Serial 

number 

The name of the 

satellite 

e  i/(°)  Ω/(°)  h/(°)  t/(°) 

1 KAZSAT-2 0.001 3 0.006 8 82.815 0 235.408 0 65.576 3 

2 AZERSPACE 1 0.002 1 0.008 6 41.364 2 228.155 3 90.470 3 

3 INSAT-3D 0.001 4 0.017 0 251.038 2 8.029 4 100.930 5 

4 INTELSAT 907 0.003 1 0.008 1 34.893 2 214.263 7 110.823 7 

5 INTELSAT 16 0.003 5 0.008 5 88.034 3 183.858 7 117.095 1 

6 RADUGA-1M2 0.003 3 0.008 9 320.714 2 332.982 5 126.556 4 

7 INTELSAT 0.000 7 0.003 4 294.454 9 53.883 3 138.072 7 

8 NSS-10 0.003 1 0.022 7 10.679 6 246.486 4 190.272 9 

9 VINASAT-2 0.002 6 0.008 7 2.251 965 271.291 2 210.311 6 

10 SCATHA 0.001 4 0.004 3 309.112 9 243.954 1 208.673 2 

11 DSCS II F-13 0.001 2 0.003 3 127.881 6 233.586 7 198.274 6 

12 DSCS II F-11 0.001 3 0.003 2 191.458 7 232.678 1 195.084 6 

13 ZHONGXING-6B 0.004 9 0.009 5 328.046 2 274.604 7 236.420 9 

Table 3-2: Number of orbital roots of spacecraft in orbit 

Serial 

number 

Spacecraft in 

orbit 

e  i/(°)  Ω/(°)  h/(°)  t/(°) 

1 Spacecraft 1 0.005 6 0.014 0 165.356 8 53.189 9 44.787 2 

2 Spacecraft 2 0.002 5 0.004 3 294.454 9 9.029 6 93.272 9 

3 Spacecraft 3 0.003 6 0.008 8 76.356 0 214.104 5 63.764 5 

4 Spacecraft 4 0.003 5 0.007 1 38.782 1 206.459 9 115.823 9 

5 Spacecraft 5 0.004 2 0.008 6 298.035 4 259.858 7 242.093 7 

6 Spacecraft 6 0.004 5 0.009 7 348.042 2 278.302 8 231.598 0 

3.4.2: Model Operation and Analysis 

In this case, in the face of 13 synchronous orbit targets at different orbit positions, only 6 in-orbit spacecraft 

can participate in on-orbit servicing, and in order to meet the service requirements, it is necessary to reasonably 

allocate service targets to 6 in-orbit spacecraft. 
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From the perspective of the least power input and the most fuel-saving economy, the "one-to-many" service model 

should be adopted as much as possible. However, the on-orbit servicing capability of a single spacecraft is limited, 

and the success probability of service is relatively low, which cannot meet the requirements of 85% success 

probability of service objective 13. Therefore, it is necessary to adopt a composite service model combining "one-

to-many" and "many-to-one.” In the on-orbit target allocation under the composite service mode, while pursuing 

high execution efficiency and meeting the requirements of the success probability of each service, it is necessary 

to consider the issues of fuel consumption and energy efficiency, as well as the constraints such as assignment 

mode, timeliness and robustness. If manual operation is adopted, it is necessary to iterate through various policy 

combinations, which is cumbersome and time-consuming, which is not conducive to rapid response to demand. 

3.4.2.1: Process analysis 

In order to obtain a scheme with high timeliness and robustness, and to achieve the unity of optimality 

and feasibility, it is necessary to fully consider the implementation benefits and energy consumption estimation 

of each stage of subsequent on-orbit services in the target allocation process. 

For the estimation of the execution benefit and fuel consumption of the orbital maneuver stage, it is 

necessary to fully consider the constraints such as designation factors, fuel consumption, timeliness and 

robustness, and calculate the orbital maneuver duration and fuel consumption of each spacecraft to each space 

target. Figure 3-16 shows the orbital maneuvering process of spacecraft 1, spacecraft 2, and spacecraft 3 to target 

13, and calculates the perigee transfer orbital velocity, apogee transfer orbital velocity, velocity impulse, orbital 

maneuver duration, and fuel consumption, respectively. For example, spacecraft 1 maneuvered from an initial 

orbit with an orbital radius of 38, 864 km to a target orbit with an orbital radius of 42, 378 km, with a perigee 

transfer orbit velocity of 3.02 km/s, an apogee transfer orbit velocity of 2.81 km/s, a velocity impulse of 0.05 

km/s, an orbital maneuver duration of 14.03 h, and a fuel consumption of 35.4 kg. 

For the estimation of the execution benefit and fuel consumption in the service implementation stage, the 

execution benefit and fuel consumption estimation of each spacecraft to the space target are calculated by 

distinguishing between single-aircraft service and multi-aircraft service. Table 3-3 shows the implementation 

benefits and energy consumption estimates for spacecraft 1, spacecraft 2 and spacecraft 3 to Objective 13. For 

example, in the service implementation phase, spacecraft 1 has a single execution benefit of 77.4 for target 13, 

which will increase to 88.3 if it is combined with spacecraft 2, 88.4 if it is combined with spacecraft 3, and 89.8 

if it is jointly served by three spacecraft for goal 13. 
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The energy consumption of spacecraft 1 for target 13 is estimated to be 2.48 kg during the service implementation 

phase, spacecraft 2 is estimated to be 2.45 kg for target 13 during the service implementation phase, and spacecraft 

3 is estimated to consume 2.81 kg for target 13 during the service implementation phase. 

 
(a) Transfer orbit of spacecraft 1 to target 13 

 
 

 

(b) Transfer orbit of spacecraft 2 to target 13 
Figure 3-16: The Hohmann Transfer Orbit of Each Spacecraft to Target 13 

  

Perigee transfer orbital speed: 3.020 0 km/s 

Apogee transfer orbital speed: 2.814 7 km/s 

Impulse velocity: 0.051 8 km/s 

Orbital transfer time: 14.035 5 h 

Fuel consumption: 35.4 kg 

Perigee transfer orbital speed: 3.024 0 km/s 

Apogee transfer orbital speed: 2.813 4 km/s 

Impulse velocity: 0.053 1 km/s 

Orbital transfer time: 14.017 6 h 

Fuel consumption: 36.3 kg 
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(c) Transfer orbit of spacecraft 3 to target 13 

Figure 3-16: The Hohmann Transfer Orbit of Each Spacecraft to Target 13 (continued) 

Table 3-3: Estimation of implementation benefits and energy consumption for Goal 13 during the service 

implementation phase 

Spacecraft Effectiveness of service implementation phase Estimation of 

energy 

consumption 

during the 

service 

implementation 

phase 

Stand-alone 

service 

Spacecraft 1 

and 2 

combined 

Spacecraft 2, 

3 combined 

Spacecraft 

1, 3 joint 

Three-

machine 

combination 

Energy 

consumption 

estimate to Goal 

13 / kg 

Spacecraft 1 77.4 88.3 — 88.4 89.8 2.48 

Spacecraft 2 78.3 88.5 — 2.45 

Spacecraft 3 79.2 — 88.4 2.81 

In order to improve the execution efficiency of target allocation, the method of increasing the velocity 

impulse can be adopted during orbital maneuvering, but this method will also increase the fuel consumption of 

the spacecraft, resulting in a decrease in energy efficiency. Figure 3-17 shows that the time taken to maneuver to 

the target decreases nonlinearly with the increase of velocity impulse, and the fuel consumption between the two 

orbits increases nonlinearly with the increase of velocity impulse. Therefore, it is necessary to estimate and 

analyze the velocity impulse of each orbital maneuver in the process of target allocation, so as to maximize the 

execution benefit and improve the energy efficiency as much as possible, promote the balanced development of 

the execution benefit and energy consumption efficiency, and unify the optimality and feasibility. 

  

Perigee transfer orbital speed: 3.005 2 km/s 
Apogee transfer orbital speed: 2.819 5 km/s 

Impulse velocity: 0.046 8 km/s 

Orbital transfer time: 14.012 9 h 

Fuel consumption: 32.0 kg 
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(a) The trend of inter-orbit maneuver time with velocity impulse 

 

  
(b) Trend of fuel consumption with velocity impulse 

Figure 3-17: Orbit Transfer Time and Fuel Change 
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In the allocation of spacecraft on-orbit targets, it is necessary to consider the orbital maneuvering process 

of each spacecraft for each space target, and measure the orbital maneuvering mode, duration and fuel 

consumption, so as to select the service target and formulate the orbital maneuver mode for the spacecraft. For 

this example alone, it is necessary to calculate 78 sets of orbital maneuver data from 6 spacecraft to 13 target 

satellites. If we consider taking different velocity impulses, the amount of computation will increase to the order 

of 78n, which is a large amount of combination and inefficient. Therefore, we give full play to the advantages of 

fast optimization and self-training of Deep Q Networks and use the target allocation method based on improved 

Deep Q Networks introduced in this chapter to solve the problem.  

3.4.2.2: Policy generation 

In order to solve the on-orbit target allocation problem in this composite service mode, according to the 

problem description and modeling, considering multiple constraints, the target allocation algorithm based on the 

improved Deep Q Networks introduced in this book is used to solve the problem, and the autonomous allocation 

process and results are shown in Table 3-4. 

Table 3-4: Target allocation process based on improved Deep Q Networks 

Serial 

number 

State Spacecraft target allocation strategy in orbit Energy 

efficiency 

Execution 

benefits 

① Initialize 

 

0.99 0 

② Process 

status 

 

0.01 0.99 

③ 

 

0.98 0.58 
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Continued 

Serial 

number 

State Spacecraft target allocation strategy in orbit Energy 

efficiency 

Execution 

benefits 

④ Process 

status 

 

0.92 0.86 

⑤ Best 

strategy 

 

0.96 0.98 

(1) Initialization 

Firstly, the assignment strategy of the spacecraft and each space target is initialized by the all-0 matrix, 

and the orbital maneuvering mode is initialized by the double-pulse maneuvering mode. Then, the target 

assignment Deep Q Networks network is initialized, the initial state of the network is initialized with the current 

assigned policy value, and the behavior value Q is initialized with a random number. Finally, the energy efficiency 

and execution efficiency values of the current allocation strategy ① are obtained through the Deep Q Networks 

network by taking the current assignment strategy and orbit maneuvering mode as inputs. Among them, since 

each assignment strategy is 0, that is, there is no substantive assignment task, the execution efficiency is negative. 

(2) Autonomous training process 

In order to obtain better execution benefits and energy efficiency, the greedy strategy is adopted, and new 

possibilities are boldly explored while pursuing the balanced development of execution benefits and energy 

consumption efficiency, and multiple sets of possible results will be obtained in the training process. For example, 

when the allocation strategy reaches state ②, each spacecraft should correspond to each space target, which 

greatly reduces the overall energy efficiency. State ③ does not meet the requirement of 85% success probability 

of service objective 13, which makes the implementation efficiency low; although state ④ takes into account the 

energy efficiency and execution benefits, it is not the optimal solution of the model.  

(3) Optimal distribution scheme 

After multiple rounds of iteration and optimization of Deep Q Networks' network autonomous training, it 

finally converges to the optimal allocation strategy ⑤. The optimal allocation strategy in the composite service 

mode is as follows: 
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Spacecraft 3 serves: Target 1, Target 2, Target 3, Target 5, Target 8, and Target 11. 

Spacecraft 4 serves: Target 4, Target 6, Target 7, Target 9, Target 10, Target 12. 

Spacecraft 5 combined with spacecraft 6 service: Target 13. 

In summary, based on the improved target allocation algorithm of Deep Q Networks, the number of targets, 

the number of orbital roots, and the distribution of spacecraft forces in orbit are taken as inputs, combined with 

the prior information such as fuel consumption estimation, target priority, and service success probability, and 

comprehensively considering the assignment constraints, fuel constraints, and timeliness constraints, the two-way 

training network of Deep Q Networks is used to achieve the balanced development of execution benefit and 

energy efficiency, and the optimal allocation strategy is obtained ⑤. The optimal allocation strategy not only 

satisfies the minimum space force input requirements, but also meets the corresponding service success 

probability requirements, and adopts the "many-to-one" service mode for target 13, and the joint service success 

probability of spacecraft 5 and spacecraft 6 is 93.5%, which meets the index requirement of 85% service success 

probability. 

3.4.3: Algorithm Comparison 

When solving the on-orbit target allocation problem in the composite service mode with multiple 

optimization objectives and multiple constraints, the scientific and reasonable solution algorithm will be 

conducive to improving the operation efficiency of the model and the accuracy of the results. Therefore, the 

comparative analysis between different algorithms is a part of the research on target allocation methods. 

(1) Comparison of algorithm applicability 

The target allocation problem is a type of nonlinear combinatorial optimization problem, and the optimal 

solution can only be obtained by using the enumeration method. Algorithms such as implicit enumeration, cut 

plane and branch delimitation are also often used to solve target allocation problems, but they have the 

shortcomings that the solution rate decreases with the increase of constraints, and it is difficult to apply to more 

complex target allocation problems.[222] Genetic algorithms, particle swarm algorithms, ant colony algorithms, 

and artificial intelligence algorithms have shown good application advantages in target allocation problems due 

to their extremely low requirements for the continuity, convexity, and analytical expression of the objective 

function, and their high adaptability to uncertainty.  

According to the current research status at home and abroad, although the research literature on target 

allocation is relatively rich and the research on methods is relatively in-depth, the research in the field of aerospace 

is still relatively lacking. 
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For the solution of the on-orbit target allocation problem under the composite service model, it is necessary to 

use the "one-to-many" and "many-to-one" service modes at the same time, and the influence of different modes 

on the execution efficiency and energy efficiency needs to be considered, and it is subject to the constraints of 

assignment constraints, fuel constraints and timeliness constraints. This requires the solution algorithm not only 

to consider the two service modes at the same time, but also to make trade-offs through benefit comparison in the 

allocation process. Table 3-5 selects two solutions that have been used in the aerospace field for comparative 

analysis of their applicability. 

Table 3-5: Applicability of Different Target Allocation Algorithms 

The name of 

the algorithm 

Characteristics Advantage Applicability analysis 

Genetic 

algorithms 

1) Work in a coded way, 

effectively simulating genetic 

ideas 

2) The probabilistic transfer rule 

is used, which has good global 

optimization characteristics 

1) The optimal solution of 

the target allocation 

problem can be obtained 

2) The allocation results 

are independent of the 

initial environment and 

have strong robustness 

 

The solution mode is fixed, 

there are many control 

variables, and the 

convergence speed is slow, so 

the "many-to-one" mode 

needs to be converted to 

multiple "one-to-one" modes 

for solving 

Ant colony 

algorithm 

1) It has a positive feedback 

mechanism to effectively 

simulate the foraging behavior of 

ant colonies 

2) The initial value is solved 

randomly, and the optimal is 

reached through iteration 

1) Population-based 

evolutionary solution 

method, easy to 

implement 

2) It is easy to perform 

and easy to combine with 

other methods 

Parameter initialization has a 

great influence on the solution 

direction of the algorithm, and 

eventually the ants will tend to 

choose the same path, and it is 

difficult to use the "one-to-

many" and "many-to-one" 

modes at the same time 

Target 

allocation 

solving 

algorithm 

based on 

improved 

Deep Q 

Networks 

1) It has a two-way training 

network mechanism of forward 

transmission and backward 

feedback 

2) Greedy strategy: boldly 

explore unknown strategies 

 

1) Not limited by rules, 

through self-training to 

achieve independent 

optimization 

2) It is not limited by 

dimensions, and is 

suitable for solving 

complex decision 

optimization problems 

It has the computing 

advantages of forward 

transmission and reverse 

training of neural network, 

and can consider the two 

modes of "one-to-many" and 

"many-to-one" at the same 

time. The decision-making 

mechanism with trial and 

error reward can make the 

implementation benefit and 

energy efficiency indicators 

develop in a balanced manner 

The genetic algorithm can give full play to the evolutionary principle of "natural selection, survival of the 

fittest,” and has a good application effect for solving the on-orbit target allocation problem in the "one-to-many" 

mode. However, due to the limitations of heredity, crossover and mutation rules, the solution mode of genetic 

algorithm is relatively fixed, and in the face of the on-orbit target allocation problem in the "many-to-one" mode, 

it needs to be converted into multiple "one-to-one" target allocation problems, which increases the complexity of 

the solution model. 
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For the composite service model combining "one-to-many" and "many-to-one,” the genetic algorithm itself will 

be difficult to solve directly, and the composite service model needs to be transformed or decomposed into two 

independent problems in order to be effectively solved. 

The ant colony algorithm is an optimization algorithm that effectively simulates the swarm intelligence 

behavior of ant colony foraging, and has been effectively used in spacecraft scheduling problems.[223, 224] However, 

the optimization process of ant colony algorithm strategy directly depends on the accumulation of pheromones 

on each search path, which makes it difficult to solve the problem of on-orbit target allocation in the composite 

service mode at the same time.  

The improved Deep Q Networks target allocation solving algorithm is a method that uses observation to 

make decisions and further improves the strategy through continuous interaction with the environment. The 

algorithm gives full play to the computing advantages of forward transmission and reverse training of neural 

network, and can consider the two allocation modes of "one-to-many" and "many-to-one" at the same time. With 

a decision-making mechanism of trial and error reward, the implementation benefit and energy efficiency 

indicators are developed in a balanced manner, which is conducive to the independent trade-off of the two modes 

of "one-to-many" and "many-to-one.” 

(2) Comparison of the amount of algorithm computation 

In order to solve the problem of on-orbit target allocation under the composite service model, an attempt 

was made to draw on the research results of on-orbit servicing target allocation[225, 208, 227-229] to solve the problem, 

but it was found that these methods need to solve the target allocation problem of the "one-to-one" or "one-to-

many" mode separately, which is not suitable for the composite service mode involved in the case. In order to 

compare and analyze the computational amount of different algorithms, we have to consider the "one-to-many" 

target allocation problem in the case separately and use three algorithms to solve it.  

The simulation operation relies on 1.6 GHz and 1.8 GHz dual-core CPU, 8 GB RAM computing hardware, 

is performed using the python language PyCharm compilation environment, and the amount of computation of 

each method is shown in Figure 3-18. Among them, the ant colony algorithm uses the global search method to 

calculate the overhead, and the different starting directions lead to large fluctuations in the operation time, with 

an average time of 0.32 s. The genetic algorithm failed to use the feedback information, the training time was 

relatively long, and the operation time fluctuated greatly due to random cross-variation, with an average time of 

0.19 s. Based on the improved target allocation solving algorithm of Deep Q Networks, the neural network is 

used to achieve the shortest autonomous training time, and the operation time fluctuates in a small range due to 

the use of exploration and utilization strategies, with an average time of 0.06 s.  
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Therefore, the target allocation solving algorithm based on the improved Deep Q Networks can give full play to 

the computing advantages of forward transmission and reverse training of neural networks and use the decision-

making mechanism of reinforcement learning trial and error reward, which is more efficient and more suitable 

for the on-orbit target allocation problem in the composite service mode. 

 
 

Figure 3-18: Comparison of the Computational Costs of the Three Algorithms 

At the same time, the classical Deep Q Networks method is used to solve the problem, and the same results 

are obtained, which confirms the accuracy of the results. As shown in Figure 3-19, the difference between the 

two methods makes the algorithm differentiate and process the fully connected layer, which makes it possible to 

achieve a training effect of 0.01 error after only 70 learning times, and the error function value of the whole 

training process also decreases at a rate nearly doubled, and the improvement effect in convergence is obvious. 

As shown in Figure 3-20, the algorithm introduces another neural network into the behavior estimation to 

ensure that the reward value rises rapidly and fluctuates less, and the optimal reward value can remain around 

0.197 8 after only 33 times of autonomous training, which fully reflects the improved advantage of stability. 
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Figure 3-19: Comparison of Error Function Values Between the Two Methods (see color insert) 

 
Figure 3-20: Comparison of the Reward Values of the Two Methods (see color insert) 
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3.5: CHAPTER SUMMARY 

In view of the fact that there are many scattered targets and limited on-orbit servicing force, the problem 

of on-orbit target allocation under the composite service mode is studied, and the target allocation solution 

algorithm based on the improved Deep Q Networks is introduced. Firstly, in the face of the "nonlinear 

combinatorial optimization" feature of spacecraft on-orbit target allocation, the on-orbit target allocation problem 

under the composite service mode is described. Secondly, in order to meet the characteristics of the on-orbit 

servicing target allocation problem and make up for the reward bias and overestimation problems of the classical 

method, the convergence and stability of the Deep Q Networks method are improved. Afterwards, the balanced 

development of the execution benefit and energy efficiency was hindered, and the target allocation dual training 

network was built. The case analysis shows that the method can effectively deal with the adverse effects of uneven 

supply and demand, give full play to the advantages of the composite service model, achieve the balanced 

development of execution benefit and energy efficiency, and achieve the comprehensive goal of less force 

investment and higher expected success rate, which can provide effective auxiliary decision-making for on-orbit 

services. The comparison of the algorithms shows that compared with other commonly used algorithms, the 

training time of the algorithm in this book is shortened by 80% on average, and compared with the classical Deep 

Q Networks algorithm, the training error reduction rate is twice as fast, and the reward value fluctuates less while 

rising rapidly, which further improves the shortcomings that the conventional method is difficult to directly apply 

to the composite service mode and the computing time is high. 
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CHAPTER 4: SPACECRAFT ORBIT TEMPORARY AVOIDANCE PATH PLANNING RESEARCH 

According to the optimal allocation strategy obtained by the on-orbit target allocation method in the 

composite service mode, the in-orbit spacecraft can perform the on-orbit servicing task by planning and designing 

the space transfer orbit in advance and formulating the service implementation plan. In the course of the operation, 

when the spacecraft flying along the set transfer orbit suddenly encounters space debris, in order to avoid space 

debris, it is necessary to temporarily carry out path planning and take orbital avoidance maneuvers in time. 

Temporary orbital avoidance should not only successfully avoid space debris, but also consider the timeliness of 

orbital avoidance and the optimality of fuel consumption, and at the same time, it is also limited by factors such 

as orbit offset, avoidance mode and braking timeliness, resulting in a complex multi-restriction shortest path 

problem.[230] 

 

4.1: ORBITAL AVOIDANCE PROBLEM DESCRIPTION AND MODELING 

This section analyzes the shortcomings of the pre-planning method of orbital maneuver path, describes 

the space debris that spacecraft may encounter and the avoidance methods adopted, and clarifies the focus of 

orbital avoidance path planning. Combined with the relative motion of spacecraft and space debris, the orbit 

avoidance control model is constructed, and the orbit avoidance constraints are established by considering the 

factors of control, consumption, deviation and agility. 

4.1.1: Problem Description 

Spacecraft orbital maneuvering is a flight process that changes the original free-flight trajectory and enters 

another orbit under the action of the control system, which is a necessary process to complete the long-distance 

on-orbit servicing mission. Orbital maneuver path planning is usually based on certain task constraints, orbital 

dynamics and spatio-temporal systems, and uses control theory, mathematical programming theory and 

optimization methods to design a transfer orbit that meets the mission requirements and has the lowest cost. 

However, in the process of actual orbital maneuvering, the pre-planned transfer orbit (set transfer orbit) is often 

difficult to meet the actual needs, and the main reasons are as follows: 
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1) Uncertainties are difficult to grasp. In the actual orbital maneuvering path planning, it is often necessary 

to comprehensively consider various factors such as spacecraft maneuverability, space environment, debris threat 

and maneuvering mission, but it is very difficult to establish a planning model that can include all these 

uncertainties in advance. 

2) It is difficult to know about emergencies. In the process of orbital maneuvering and service 

implementation of spacecraft, unknown space debris attacks may occur at any time, and it is difficult to know and 

predict these unexpected situations in advance planning, so it is difficult to fully apply the transfer orbit planned 

in advance. 

3) The objective function is difficult to determine. The optimal transfer trajectory may change depending 

on the environmental situation, mission requirements, and unexpected circumstances, so the objective function 

determined in advance often does not reflect the mission requirements of a particular situation. 

4) It is difficult to choose the orbit. For the pre-set objective function, there may be multiple transition 

orbit with the same cost in some cases, and the pre-set trade-off strategy is difficult to adapt to various temporary 

situations. 

The temporary events and uncertainties that spacecraft are most likely to face during orbital maneuvering 

and service implementation mainly come from space debris. In order to avoid the temporary occurrence of space 

debris, spacecraft flying along a given transfer orbit need to adopt orbital avoidance maneuvers so that at a certain 

moment they deviate from the space debris radially or tangentially. Avoidance maneuver is an emergency 

maneuver taken by a spacecraft to avoid space debris during the process of traveling along a given transfer orbit, 

and whether it is smooth or not is directly related to the realization of the entire on-orbit servicing intention and 

affects the success or failure of follow-up actions. In the meantime, it is necessary to take a holistic view of the 

overall situation, judge the hour and size up the situation, give resolute commands, handle matters calmly, and 

always maintain the initiative in action. 

The spacecraft temporarily adopts orbital avoidance maneuver, and it will no longer be able to use the 

traditional orbital planning method carried out in advance on the ground but will need to carry out the temporary 

planning of orbital avoidance path. As an in-orbit active defense technology, orbital temporary avoidance path 

planning can effectively improve the safety, reliability and survivability of spacecraft in orbit. In the process of 

planning the temporary avoidance path of the orbit, it is necessary to pay attention to the following points: 

1) Grasp the timing of avoidance. In the process of orbital temporary avoidance path planning, it is 

necessary to pay attention to grasp the timing of initiating avoidance and choose the time when there is still a 

distance to approach space debris, and the spacecraft has considered the cost of avoidance and is fully prepared. 
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2) Selection of evasion strategies. We need to carefully choose the avoidance strategy and method, and 

try to make the situation of all parties favorable to us, but we should not be indecisive so as not to lose the most 

favorable opportunity to avoid avoidance. 3) Different preference settings. Different avoidance preferences can 

be set before the orbital temporary avoidance path planning, that is, different factors can be considered to achieve 

space debris avoidance, such as fuel consumption as the preference, and the minimum fuel consumption to achieve 

space debris avoidance. The setting of different avoidance preferences will be able to meet more task requirements 

and more task scenarios, but this requires more flexibility of the path planning method. 

In summary, it can be seen that the optimal avoidance path should not only guide the spacecraft to avoid 

space debris smoothly, but also consider the fuel consumption of the avoidance maneuver, and take into account 

the avoidance safety, minimum offset and braking time, which belongs to a class of multi-restriction shortest path 

problems. 

4.1.2: Modeling Spacecraft Orbit Avoidance Problems 

In order to highlight the focus of research and reveal the essence of the problem, it is necessary to use a 

highly abstract mathematical model to study the orbit avoidance problem in the process of mathematical modeling 

and scientific calculation. 

1) Weaken the influence of the Earth's rotation on the orbital maneuver of spacecraft and ignore the 

problem of multi-body perturbation for the time being. 

2) It is assumed that the chasing spacecraft and space debris are in low Earth orbit throughout the 

spacecraft orbit avoidance process. 

3) In the process of orbit avoidance, it is assumed that the spacecraft has strong space situational awareness, 

timely command and control, advanced power system and strong on-orbit computing capabilities.  

4.1.2.1: Orbital avoidance control model 

If a spacecraft flying along a given transfer orbit suddenly encounters space debris, and the geocentric 

vector diameter of the spacecraft is 𝒓P and the geocentric vector diameter of the space debris is 𝒓O, then the 

position vector of the spacecraft relative to the space debris is ψ 

Ψ = 𝒓P - 𝒓O     (4-1) 

Assuming that both the spacecraft and the space debris are subjected to a central gravitational field 

inversely proportional to the square of the distance, there is 
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     (4-2) 

where 𝑎𝑃 is the acceleration vector of spacecraft orbit avoidance, 𝒂𝑃 = [𝒂𝑃𝑥, 𝒂𝑃𝑦 , 𝒂𝑃𝑧]; and µ is the gravitational 

constant.  

Subtract the two formulas of Eq. (4-1) to get it 

  (4-3) 

where 𝑑2𝝍/𝑑𝑡2 is the difference between the absolute acceleration of the spacecraft and the space debris.  

According to the relationship between relative motion and absolute motion,[201] it can be seen that  

  (4-4) 

where 𝛿𝝍/𝛿𝑡 and storage 𝛿2𝝍/𝛿𝑡2 are the relative velocity and acceleration of the spacecraft and space debris, 

respectively; ω and ε are the rotational angular velocity and angular acceleration of space debris, respectively.  

By combining Eq. (4-3) and Eq. (4-4), the relative motion model of the spacecraft and space debris vector 

form can be obtained 

(4-5) 

Let 𝑥0 , 𝑦0  and 𝑧0  be the unit vectors of the three axes of the space Cartesian coordinate system, 

respectively, and we can obtain  

  (4-6) 

When the relative distance between the spacecraft and the space debris ψ much smaller than the orbital 

radius of the spacecraft  
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𝑟𝑃, the gravitational acceleration difference between the spacecraft and the space debris can be processed linearly, 

which can be obtained from the second equation of Eq. (4-6). 

            (4-7) 

Thus, there is 

   (4-8) 

Therefore, by substituting Eq. (4-6) and Eq. (4-8) into Eq. (4-5), the control model of spacecraft to avoid 

space debris can be obtained  

   (4-9) 

4.1.2.2: Orbital circumvention constraints 

The purpose of spacecraft orbit temporary avoidance path planning is to plan the optimal avoidance path 

for spacecraft under the constraints of space environment, spacecraft flight control, orbit mechanics, etc. In 

addition, the avoidance orbit path planning also needs to focus on the issue of orbit keeping, that is, to ensure the 

successful avoidance of space debris while returning to the set transfer orbit as soon as possible, and to minimize 

the time and fuel consumption of the evasion maneuver. Therefore, according to the establishment of the above 

orbit avoidance control model and the requirements of avoidance path planning, the following constraints are 

mainly considered for spacecraft orbit avoidance problem: 

(1) Circumvention of control constraints 

Considering the finite nature of the fuel carried by the spacecraft and the fact that the acceleration of the 

avoidance maneuver cannot exceed the rated load capacity of the propulsion engine, the acceleration change rate 

of the spacecraft avoidance maneuver is conditionally constrained 

   (4-10)  
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where ΔJ is the rate of change of acceleration of the spacecraft's orbital avoidance maneuver; N is the number of 

times the propulsion engine is controlled; AC is the rated rate of change of acceleration of the spacecraft thruster. 

(2) Orbital deviation constraints 

In the process of space debris avoidance, spacecraft should consider orbit keeping, that is, it should return 

to the set transfer orbit as soon as possible after successful avoidance, so as to ensure that the mission can be 

completed as planned and reduce the impact of uncertainties 

     (4-11) 

where ∆𝐷𝑡 is the offset of the spacecraft from the set transfer orbit per unit time; 𝐷𝑖𝑠 is the maximum cumulative 

deviation within the maneuvering control range of the spacecraft.  

(3) Braking agility constraints 

Both spacecraft and space debris fly at high speed, and the braking sensitivity of the spacecraft should be 

paid attention to in the orbit avoidance process to avoid instability 

      (4-12) 

where ∆𝑇𝑛 is the braking agility of the spacecraft to avoid maneuvering; Terr is the rated cumulative braking error. 

(4) Fuel consumption constraints 

Fuel constraint means that the energy consumption used for orbital avoidance must not exceed the total 

amount of fuel left over from the spacecraft for orbital maneuvering and service execution 

 (4-13) 

where �̇� is the fuel consumption per unit time of the spacecraft's orbital avoidance maneuver; 𝑚 is the total 

amount of fuel carried by the spacecraft; ∆𝑚𝑚𝑎𝑛𝑒𝑢𝑣𝑒𝑟  is fuel consumption estimates for the orbital maneuvering 

phase; ∆𝑚𝑐𝑜𝑢𝑛𝑡𝑒𝑟  is fuel consumption estimates for the service implementation phase.  

 

4.2: ORBIT AVOIDANCE INDICATOR MODEL BASED ON FRENET COORDINATE SYSTEM 

In the establishment of the spacecraft orbit avoidance index model, in addition to considering the 

avoidance of space debris, it is also necessary to continue to travel along the set transfer orbit as much as possible, 

and there will be both the relative motion of the spacecraft and the target and the absolute motion of the set transfer 

orbit, and the coordinate expression is relatively complex, which increases the difficulty of modeling. 
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Therefore, this section firstly constructs a Frenet coordinate system for the orbital maneuvering characteristics of 

spacecraft to avoid space debris, so as to solve the problem that the relative position of the spacecraft and the set 

transfer orbit in path planning is not easy to express. Secondly, the conversion relationship between the Frenet 

coordinate system and the Cartesian coordinate system is given, which is convenient for the application of the 

module. Finally, considering the factors of avoidance safety, orbit keeping, braking aging and fuel consumption, 

the orbit avoidance path planning index model is constructed to meet different tasks and preferences. 

4.2.1: Frenet-Based Spatial Motion Coordinate System 

When spacecraft avoids space debris, it usually adopts the avoidance strategy of lateral offset, longitudinal 

offset, or offset along the vertical orbital plane in the orbital plane. The velocity increment required for the lateral 

offset strategy is smaller and consumes less fuel than the other two evasion strategies.[107] Therefore, this section 

takes the lateral offset strategy as an example to study the autonomous planning of spacecraft orbital avoidance 

paths, and other strategies can also be used as a reference.  

The path planning process of orbit avoidance involves the approximation or even rendezvous with space 

debris, and it is difficult to clearly distinguish the relative motion relationship between the two if the absolute 

orbital parameters (e.g., the number of six orbits) are used to describe the relative motion process.[233] Therefore, 

this kind of problem is mostly described in conjunction with the relative equation of motion. The relative motion 

of space can be represented by a variety of coordinate systems, among which the Earth Centered Inertial (ECI) 

coordinate system1 is more conducive to the description of the orbit around the geocentric, the Line of Sight (LOS) 

coordinate system2 is conducive to the description of the relative motion of the spacecraft and the space target in 

inertial space, and the spacecraft Body Fixed (BF) coordinate system3 is conducive to the description of the 

spacecraft's own rotational motion.  

 

 

 

  

 
1 Geocentric inertial coordinate system is a spatial Cartesian coordinate system established with the Earth's center of mass as the origin, 

or a geodetic coordinate system established with the Earth's ellipsoid plane coincident with the Earth's center of mass as the datum. In 

the coordinate system, the intersection of the meridian plane and the equatorial plane is the X-axis, the Z-axis coincides with the earth's 

axis of rotation, and the Y-axis is perpendicular to the XZ plane to form the right-hand system. 
2 Line-of-sight coordinate system, also known as Range Horizontal Vertical (RHV) coordinate system, its X-axis is along the direction 

of the target line of sight, the Y-axis is in the horizontal plane, and the Z-axis is determined by the right-hand spiral theorem.  
3 The coordinate system of the spacecraft body, also known as the aircraft coordinate system, the missile body coordinate system or the 

rocket body coordinate system, etc., has its coordinate origin O at the center of mass of the spacecraft, the X axis points to the head along 

the longitudinal axis of the spacecraft, the Y axis is perpendicular to the X axis in the longitudinal symmetry plane of the spacecraft, and 

the Z axis and the X axis and the Y axis constitute a right-hand Cartesian coordinate system. 
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However, spacecraft avoidance maneuvers should not only consider the absolute motion along the given transfer 

orbit, but also take into account the relative motion of space debris avoidance, and the use of the above coordinate 

system representation is cumbersome and not conducive to calculation. 

In order to solve the problem that the relative position of the spacecraft and the set transfer orbit is not 

easy to express in path planning, the Frenet coordinate system shown in Figure 4-1[234, 235] was constructed to 

describe the evasive maneuver process of the spacecraft. The Frenet coordinate system refers to the right-hand 

Cartesian coordinate system that uses the spacecraft as the reference point and the set transfer orbit as the reference 

line, and the tangential vector 𝑡𝑟 and normal vector �⃗⃗�𝑟 of the spacecraft's flight trajectory are formed along the 

reference line. In the coordinate system, the longitudinal offset s (i.e., the displacement along the direction of the 

reference line) and the transverse offset d (i.e., the displacement along the normal direction deviating from the 

reference line) are used to describe the position coordinates (s, d) of any point in the process of spacecraft evasion 

maneuver.  

 
Figure 4-1: Space Motion of a Spacecraft Based on the Frenet Coordinate System 

In the Frenet coordinate system, the relationship between the tangential vector self and the normal vector 

sink is as follows[236] 

  (4-14)  
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where k is the curvature of the current point.  

Curvature is a measure of how fast a tangent changes its rate along a reference line[237] 

    (4-15) 

where θ is the tangential angle. 

In the Frenet coordinate system, the evasive maneuver of the spacecraft can be expressed as a vector-

valued function with respect to the arc length[100] 

   (4-16) 

Therefore, with the set transfer orbit as the dynamic reference line, the coordinates of the spacecraft at 

time t are  

 (4-17) 

Therefore, the spacecraft motion model in the Frenet coordinate system can be expressed as  

   (4-18) 

where 𝑣 is the flight speed of the spacecraft; ϕ is the heading deviation of the corresponding reference line of the 

spacecraft, 𝜙 = 𝜗 − 𝜗𝑟 , 𝜗 is the heading angle of the spacecraft, 𝜗𝑟 is the heading angle of the reference line; kv 

and kr, respectively, are the steering curvature of the spacecraft and the curvature of the reference line.  

The description of spacecraft avoidance maneuver based on the Frenet coordinate system is only related 

to the selection of reference lines, and has nothing to do with the absolute position of the spacecraft, so that it is 

easier to express the deviation of the spacecraft along the set transfer orbit. The representation of the spacecraft 

avoidance maneuver path is decomposed into two directions related to the set transfer orbit (reference line), which 

not only conforms to the reality of spacecraft avoidance maneuver, simplifies the path planning model, reduces 

the complexity of the space motion model, but also is simple in the way of expression, convenient for solving the 

state differential equation, and conducive to improving the computational efficiency. 

4.2.2: Cartesian Transformation of the Frenet Coordinate System 

The temporary avoidance path planning of spacecraft orbit based on the Frenet coordinate system will 

output separate transverse and longitudinal paths, and the output of the final avoidance path needs to be directly 

applied by the execution module, so it is necessary to output the path planning results obtained in the Frenet 

coordinate system to the Cartesian coordinate system.1[239, 240]  

  

 
1 Cartesian Coordinates is a collective term for Cartesian coordinate system and oblique coordinate system. The two axes of number 

that intersect at the origin form a planar radial coordinate system. If the units of measurement on the two number axes are equal, the 

radial coordinate system is called the Cartesian coordinate system. A Cartesian coordinate system in which two number axes are 

perpendicular to each other is called a Cartesian Cartesian coordinate system, otherwise it is called a Cartesian oblique coordinate system. 
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In order for the avoidance path to be feasible and operable, the resulting first-order differentiation of the 

curvature of the path with respect to time and the first-order differentiation of the acceleration of the spacecraft 

evasion maneuver with respect to time must be continuous. For this reason, when the initial state and its first- and 

second-order differential functions are defined, 𝑑(𝑡) and 𝑠(𝑡) are characterized by the fifth-order polynomial1. 

𝑑(𝑡) = 𝛼0 + 𝛼1𝑡 + 𝛼2𝑡
2 + 𝛼3𝑡

3 + 𝛼4𝑡
4 + 𝛼5𝑡

5  (4-19)   

�̇�(𝑡) = 𝛼1 + 2𝛼2𝑡 + 3𝛼3𝑡
2 + 4𝛼4𝑡

3 + 5𝛼5𝑡
4  (4-20) 

�̈�(𝑡) =  2𝛼2 + 6𝛼3𝑡 + 12𝛼4𝑡
2 + 20𝛼5𝑡

3   (4-21) 

𝑠(𝑡) = 𝛼0 + 𝛼1𝑡 + 𝛼2𝑡
2 + 𝛼3𝑡

3 + 𝛼4𝑡
4 + 𝛼5𝑡

5  (4-22) 

�̇�(𝑡) = 𝛼1 + 2𝛼2𝑡 + 3𝛼3𝑡
2 + 4𝛼4𝑡

3 + 5𝛼5𝑡
4   (4-23) 

�̈�(𝑡) =  2𝛼2 + 6𝛼3𝑡 + 12𝛼4𝑡
2 + 20𝛼5𝑡

3   (4-24) 

where s is the longitudinal offset of the spacecraft; �̇� is the longitudinal offset rate of the spacecraft; �̈� is the 

longitudinal offset acceleration of the spacecraft; d is the lateral offset of the spacecraft; �̇� is the lateral offset rate 

of the spacecraft; �̈� is the lateral offset acceleration of the spacecraft.  

Eq. (4-19) to Eq. (4-24) are expressed in matrix form 

 

 

 

 

  

 
1  There are many higher-order polynomials used to describe paths, such as cubic polynomials, fifth polynomials, and seventh 

polynomials. Among them, although the cubic polynomial can ensure a certain smoothness of the path and the continuity of position 

and velocity, it cannot specify the acceleration boundary condition, and the smoothness degree is easily affected by the motion 

characteristics and inertial load. As the order increases, the planning time will also increase, which affects the timeliness of the planning 

model. Therefore, the spacecraft avoidance motion process described by the fifth polynomial is the optimal choice for the first-order 

differentiation of each parameter with respect to time.[240] 
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 (4-25) 

causes 

 (4-26) 

So there is 

C = W-1 P     (4-27) 

According to the fifth-order polynomial representation of [d, �̇�, �̈�, s, �̇�, �̈�], the Frenet coordinates are 

converted to Cartesian coordinates, and the state of the spacecraft at any time t can be expressed as 

[𝑥, 𝜃𝑥, 𝑘𝑥, 𝑣𝑥, 𝑎𝑃 ]. Among them, 𝑥  is the current position of the spacecraft, which can be represented by 

longitudinal offset and lateral offset 𝑥=(s, d); 𝜃𝑥 is the current azimuth angle of the spacecraft; 𝑘𝑥 is the curvature 

of the maneuvering path; 𝑣𝑥  for the speed of maneuvering of the spacecraft; 𝑎𝑃  is avoidance maneuver 

acceleration for spacecraft.  

As shown in Figure 4-2, when the spacecraft takes an evasive maneuver, its flight trajectory no longer 

coincides with the set transfer orbit. In Cartesian coordinates, the position vector projected from the current 

position O of the spacecraft to the P point in a given transfer orbit is denoted as 𝑟(s)=( xr, yr), and the spatial 

distance between the current position of the spacecraft and the projection point is 

  (4-28) 

where (𝑦 − 𝑦𝑟) cos 𝜃𝑟 − (𝑥 − 𝑥𝑟) sin 𝜃𝑟 > 0,  and distance d are positive; otherwise, the distance d is negative.  
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Figure 4-2: Cartesian Conversion of the Frenet Coordinate System 

𝑡𝑥  and �⃗⃗�𝑥  is the unit orthogonal vector of the current position of the spacecraft, 𝑡𝑟  and �⃗⃗�𝑟 is the unit 

orthogonal vector of the projection point on a given transfer orbit. From this, the lateral offset of the spacecraft 

can be expressed as 

   (4-29) 

The spacecraft lateral velocity is expressed as 

 (4-30) 

where, �⃗⃗�𝑟 = −𝑘𝑟𝑡𝑟
̇ . 

It can be obtained from Eq. (4-30). 

 (4-31) 

The first derivative of the spacecraft's lateral offset versus the longitudinal offset is  

 (4-32)  
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The second derivative of the spacecraft's lateral offset versus the longitudinal offset is  

 (4-33) 

Furthermore, from Eq. (4-32) and Eq. (4-33), the conversion relationship between Frenet coordinates and 

Cartesian coordinates can be obtained 

   (4-34) 

 (4-35) 

4.2.3: Spacecraft Orbit Avoidance Optimization Index 

In order to obtain the optimal avoidance path, a number of indicators should be considered in spacecraft 

orbit avoidance. First, it is necessary to ensure that the maneuver path smoothly avoids space debris; secondly, it 

is necessary to make the avoidance path take into account the orbit maintenance; then, the spacecraft braking time 

should be considered; finally, save fuel as much as possible. Based on this, the spacecraft orbit avoidance index 

system (see Figure 4-3) and model are constructed to plan and obtain the optimal avoidance path. 

 
Figure 4-3: Spacecraft Orbit Avoidance Index System 
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(4-36) 

In the formula, the 𝐽𝑡(•) term penalizes the path direction with a large rate of change of maneuver acceleration to 

ensure the safety of space debris avoidance. ∆𝑑 term to reduce the lateral offset and promote the spacecraft to 

travel along the set transfer orbit; ∆𝑡 term to reduce braking time and improve spacecraft braking agility; |�̈�(∆𝑡)| 

term to control lateral acceleration and reduce fuel consumption; 𝛾𝐽,  𝛾𝑑, 𝛾𝑡 ,  𝛾𝑟  is the weight value of the global 

optimization function, and 𝛾J+𝛾d+𝛾t+𝛾r = 1 is satisfied.  

(1) Circumvent security 

In the process of avoidance maneuver, if the acceleration change rate of the spacecraft is large, the state 

of the spacecraft will be unstable, and the safety risk of the spacecraft in the process of avoiding space debris will 

be increased. The orbital avoidance path can be decomposed into a one-dimensional problem of longitudinal 𝑠 

and normal 𝑑 by the Frenet coordinate system, so that a one-dimensional integral model can be constructed 

according to the Jerk function, which is in the form of 

 (4-37) 

where �⃗⃗�(𝑡) = [𝑓(𝑡), 𝑓̇(𝑡), 𝑓̈(𝑡)]
T

 is the lateral offset; 𝑓(𝑡) is the Jerk function, then the horizontal Jerk 

component is 𝑑(𝑡).  

For Eq. (4-37), the initial state of 𝑆0 = [𝑓(𝑡0), 𝑓̇(𝑡0), 𝑓̈(𝑡0)] at the time 𝑡0 and the state of space debris at 𝑆1 =

[𝑓(𝑡1), 𝑓̇(𝑡1), 𝑓̈(𝑡1)] at the time 𝑡1 are known to have optimal trajectories 𝐽𝑓(𝑡) 

  (4-38) 

where 𝑔(𝑓(𝑡))  can be used to evaluate the stationarity of the avoided orbital path; ℎ(�⃗⃗�(𝑡), 𝑡)  a function 

configured for the target, which can be used to evaluate the path of the avoided orbit.  

Figure 4-4 shows a schematic diagram of the path of the avoided orbit at different accelerations. In the 

figure, the different colored areas show the rate of change of acceleration, and the spacecraft will no longer have 

obstacles in the direction of flight after avoiding space debris, and the spacecraft will choose the fastest 

maneuvering path to return to the set transfer orbit, so that the spacecraft can return to the set transfer orbit. 
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Figure 4-4: Acceleration Rate of Change Curve of Orbital Avoidance Path (see color insert) 

(2) Orbit holding 

The lateral offset of the spacecraft is mainly responsible for the avoidance of space debris and the timely 

recovery of the path after avoidance. Equation (4-25) is expressed in the form of a matrix equation as: 

(4-39) 

To simplify the calculation, let 𝑡0 =  0, 𝑡1 = 𝜏. When t = 0, 𝛼0 = 𝑑(0), 𝛼1 = �̇�(0), 𝛼2 =
�̈�(0)

2
. When 𝑡 =

𝜏 > 0, the coefficient 𝛼3, 𝛼4, 𝛼5 can be solved according to the following equation 

(4-40) 
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For spacecraft lateral planning, when the initial state of the 𝑡0 time 𝑆0 = [𝑑(𝑡0), �̇�(𝑡0), �̈�(𝑡0)] the state of 

space debris at the 𝑡1 time 𝑆1 = [𝑑(𝑡1), �̇�(𝑡1), �̈�(𝑡1)] is known, the lateral offset path of the spacecraft can be 

solved by Eq. (4-39) to Eq. (4-40).  

Figure 4-5 shows a schematic diagram of the avoided orbital path caused by different lateral offsets. In 

the figure, the curve where the blue point is located is the established transition orbit, and the curve where the 

green point is located is the optimal lateral avoidance path. In addition, the surrounding black curves are valid 

paths that meet the basic requirements, and the gray curves are invalid paths. 

 
Figure 4-5: Lateral Offset Curve of the Orbital Avoidance Path (see color insert) 

(3) Brake timeliness 

If the brake of the spacecraft is not timely, it may lead to overshoot or instability of the spacecraft evasive 

maneuver. If the spacecraft braking is not sensitive, the orbital avoidance path will no longer meet Bellman's 

optimization principle1, so that the current path will no longer be the optimal path at the next moment. In particular, 

overshoot or instability becomes noticeable when the path of the next moment is too far away from the path 

predicted at the previous moment.  

 

 

 

  

 
1 Bellman's optimization principle refers to the optimal path from (𝑖0, 𝑗0) to (𝑖f, 𝑗f) through (𝑖, 𝑗), which is a path from the origin (𝑖0, 𝑗0)  

to the node (𝑖, 𝑗). Concatenation to the end point (𝑖f, 𝑗f) optimal path.  
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Figure 4-6 illustrates two different braking sensitivities under the same planning strategy, and the orbital 

avoidance path will depend on the sensitivity sampling time. Among them, 𝑛𝑖(i = 1, 2,…, N) is the starting point 

of subsequent path planning, and Figure 4-6(a) is the avoidance orbit path with a high braking sensitivity ∆𝑇𝑎. 

Figure 4-6(b) shows an avoidance orbit path with a lower braking sensitivity ∆𝑇𝑏, which fluctuates up and down 

the reference line and may lead to instability.  

 
Figure 4-6: Orbit Path Avoidance at Different Braking Sensitivities 

(4) Fuel consumption 

In the two-body model shown in Figure 4-1, the spacecraft flies along an elliptical transfer orbit with a 

gravitational constant of µ, taking the central celestial body as the reference point, the normal direction of the 

near apex as the starting point of the polar angle, and the direction of maneuver of the spacecraft as the positive 

polar angle. In the meantime, in the process of avoiding space debris, the lateral offset strategy is adopted, and 

the thrust direction is always in the plane of the transfer orbit and along the normal direction of the transfer orbit 

𝑑, and the dynamic equation is[242] 

    (4-41) 

where r is the orbital radius; θ is the polar angle of the spacecraft; 𝑢 = [0, 1] is the thrust switch function; 𝜑 is 

the steering angle of the spacecraft.  
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Based on the characteristics of electric propulsion engine 1  with high specific impulse and low fuel 

consumption,[243, 244] the continuous thrust maneuvering mode is adopted, and the relationship between thrust and 

fuel consumption is [245] 

    (4-42) 

where m is the mass of the spacecraft; �̇� for mass flow; 𝑉𝑒 is the effective exhaust velocity of the continuous 

thrust engine.  

Considering the effect of fuel consumption on the mass of the spacecraft, the fuel consumption expression 

can be obtained by integrating equation (4-42)[244, 245] 

    (4-43) 

where 𝑚𝑓 is the remaining mass of the spacecraft; ∆𝑚 is an estimate of fuel consumption.  

When considering that fuel consumption is small relative to the mass of the spacecraft, it can be assumed 

that the mass of the spacecraft remains constant throughout the evasive maneuver. After integrating the equation 

(4-42), the estimation of fuel consumption is obtained 

  (4-44) 

After analysis, when ∫ |�̈�(𝑡)|𝑑𝑡 ≪ 𝑉𝑒
𝑡2
𝑡1

 Eq. (4-43) and Eq. (4-44) are approximately equal.  

4.3: PATH GENERATION ALGORITHM BASED ON IMPROVED ARTIFICIAL POTENTIAL FIELD 

Spacecraft orbital temporary avoidance should not only avoid space debris, but also consider factors such 

as fuel consumption, minimum offset, and braking time, which is a typical multi-restriction and shortest path 

problem. While the artificial potential field method has the advantages of clear mathematical description, fast 

operation, small amount of calculation and low hardware requirements, it also has disadvantages such as 

unattainable target and local minimal traps. 

 

 

  

 
1 An electric propulsion engine, also known as an electric rocket engine, is a device that can generate thrust without relying on chemical 

combustion. Electric propulsion engines no longer need to use solid or liquid fuels, eliminating the need for complex storage tanks, 

pipelines, engine combustion chambers, nozzles, corresponding cooling mechanisms, etc., which can greatly reduce the fuel carrying 

capacity of spacecraft. 
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In order to further improve the shortcomings of conventional methods, such as the difficulty of satisfying different 

avoidance preferences at the same time and the weak orbit consideration, this section proposes a path generation 

algorithm based on improved artificial potential field by constructing an artificial potential field model with 

reference line traction, long-distance point repulsion ignorance, and obstacle point gravity weakening, so as to 

realize the autonomous avoidance of space debris by spacecraft.[246]  

4.3.1: Artificial Potential Fields for Space Debris Avoidance 

Always take the set transfer orbit as the reference line, adjust the action area of each potential field, 

construct a continuous differentiable potential field function, avoid premature trajectory deviation and local 

oscillation, and realize the autonomous avoidance of space debris driven by the comprehensive potential field. 

(1) Space artificial potential field method 

A virtual force field method proposed by Khatib and known as the artificial potential field method[247] is 

to use the space potential field force to study the relative motion of the object, and control the avoidance motion 

of the object through the changing position potential field, as shown in Figure 4-7. The basic idea of the artificial 

potential field method is to search for an optimal path without collision through the joint action of the gravitational 

potential field at the target position and the repulsive potential field of the obstacle. Compared with other evasion 

methods, the artificial potential field method has the comparative advantages of simple mathematical description, 

small amount of calculation, high practicability and smooth path.  

The process of spacecraft evasive maneuver is represented by an artificial potential field. In the artificial 

potential field, the target orbit will produce a gravitational potential field on the spacecraft, and the space debris 

will produce a repulsive potential field on the spacecraft, as shown in Figure 4-8. The resultant field of the 

gravitational potential field and the repulsion potential field will determine the direction and rate of maneuver of 

the spacecraft. 

Thus, the comprehensive potential field of the spacecraft at any space position can be expressed as[247] 

𝑼(𝒙) = 𝑼𝑎𝑡𝑡(𝒙) + 𝑼𝑟𝑒𝑝(𝒙)   (4-45) 

where 𝑥 is the current position state vector of the spacecraft; 𝑼(𝒙) is the comprehensive potential field of the 

spacecraft in space; 𝑼𝑎𝑡𝑡(𝒙) gravitational potential field of the target orbit position on the spacecraft; 𝑼𝑟𝑒𝑝(𝒙) is 

the repulsive potential field of space debris on the spacecraft.  

As shown in Figure 4-9, the gravitational potential field generated by the target orbital position of the 

spacecraft is related to the distance between the spacecraft, and the greater the distance between the two, the 

greater the potential energy, and vice versa. 
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Figure 4-7: Schematic Diagram of Artificial Potential Field Avoidance Path (see color insert) 

 

 
Figure 4-8: Schematic Diagram of the Force of a Spacecraft in an Artificial Potential Field 
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Therefore, the gravitational potential field is proportional to the distance between the two, and the gravitational 

potential field can be expressed as 

𝑼𝑎𝑡𝑡(𝒙) =
1

2
𝑘𝑎𝑡𝑡𝑑

2(𝒙,𝒙𝑔) (4-46) 

where 𝑘𝑎𝑡𝑡  is the gravitational potential field gain coefficient: 𝒙  is the current space position vector of the 

spacecraft; 𝒙𝑔  spatial position vector for the target orbit position; 𝑑2(•) is the Euclidean distance calculation 

function.  

 
Figure 4-9: Artificial Gravitational Potential Field and Repulsive Potential Field in Spacecraft Orbital Avoidance 

The gravitational force generated by this gravitational potential field on the spacecraft is the negative 

gradient of gravitational potential energy 

 (4-47) 

At the same time, space debris will create a repulsive potential field for the spacecraft. The magnitude of 

the repulsive potential field is determined by the spatial distance between the spacecraft and the space debris, and 

the smaller the distance between the two, the larger the repulsive potential field, and vice versa. From this, the 

repulsive potential field can be expressed as: 

 (4-48) 

where 𝑘𝑟𝑒𝑝  is the repulsion potential field gain coefficient; 𝒙0 is the current position vector of space debris;  
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𝑑𝑛 is the range of the non-repulsive region.  

The repulsion force generated by the repulsive potential field is the negative gradient of the repulsive 

potential energy: 

 (4-49) 

The artificial potential field method can well describe the spatial avoidance behavior with mathematical 

expressions, and provides a concrete and effective solution for the avoidance path planning method, which has 

significant advantages: 

1) Real-time evasion. Compared with other path planning methods, the artificial potential field method 

has good real-time avoidance performance, which can focus the center of gravity of path planning modeling on 

the flight direction of spacecraft and space debris, and can achieve a better real-time avoidance effect with less 

calculation. 

2) Path smoothing. In the process of spacecraft avoidance of space debris, the artificial potential field 

method can collect the state information of spacecraft and space debris with the surrounding space environment, 

and reflect it in the repulsive potential field and gravitational potential field between the two sides. In path 

planning, the artificial potential field method only needs to combine the current position with the comprehensive 

potential field to obtain a smooth and safe path, and there is no need to perform operations such as path smoothing 

and obstacle avoidance detection like other algorithms, and the application advantages are obvious. 

However, the traditional artificial potential field method has also exposed its own structural defects in a 

large number of practical applications, that is, the existence of local optimal solutions. The so-called local optimal 

solution is the equivalent inverse effect between the guidance force potential field and the repulsion potential 

field, resulting in the spacecraft staying in situ or oscillating back and forth, and unable to continue to travel 

towards the target orbit. There are two main manifestations of the local optimal solution: 

1) The goal is unattainable. In the process of space debris avoidance, if the space debris is located near 

the target orbit at this moment, when the spacecraft is far away from the target orbit and the space debris, the 

gravitational potential field is larger, and the repulsion potential field is smaller, and the repulsion potential field 

is less than the gravitational potential field, then the spacecraft will travel towards the target orbit under the action 

of the resultant potential field; however, as the spacecraft gets closer to the target orbit and space debris, the 

gravitational potential field becomes smaller and smaller, and the repulsion potential field becomes larger and 

larger, and when the gravitational potential field and the repulsion potential field are reversed, this may cause the 

spacecraft to oscillate or stay at the current position and fail to reach the target orbital position, as shown in Figure 

4-10. 
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Figure 4-10: Schematic Diagram of Unattainable Targets 

2) Local minima traps. When the spacecraft is close to the space debris, if the target orbit is at the other 

end of the space debris, and the angle between the gravitational potential field and the repulsion potential field of 

the spacecraft is 180° and the magnitude is equal, the spacecraft will stay at the point where the net force is zero, 

that is, the local minimality trap, and finally cannot successfully reach the target orbital position, as shown in 

Figure 4-11. 

This book divides local minimal traps into two categories: 

a) Local minima problems. The first type of local minima trap is the problem of the potential field 

encountering the local minimum1, which is the minimum value in any direction when it is in the trap, and its 

comprehensive potential field is concave. The local minimum can be determined according to theorem 4.1. 

Theorem 4.1[248] gives 𝑼(𝒙) a second-order continuous differentiable function of 𝑹𝑛 → 𝑹, and 𝑔 ∈ 𝑹𝑛is 

the station point of 𝑼(𝒙).  

 

 

 

  

 
1 Local minima: If there is a 𝜀 > 0, such that there is |𝑥 − 𝑥∗| < 𝜀 for any 𝑥 that satisfies 𝑓(𝑥∗) ≤ 𝑓(𝑥), then put the function value of 

the point 𝑥∗ corresponding to 𝑓(𝑥∗) is called a local minimum of the function 𝑓. 

Space debris 
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Figure 4-11: Schematic Diagram of a Local Minimal Trap 

If the Hessian matrix at g is positively determined, then g is the local minima; conversely, g is not 

necessarily an extremum. 

b) Saddle point issues. The second type of local minima trap is the saddle point 1 problem, i.e., the 

comprehensive potential field in one or more directions is a local minimum. As the spacecraft maneuvers in the 

direction of these local minimals, it may linger near the saddle point due to insufficient potential field and cannot 

continue traveling. 

Let the direction vector with angle 𝜑 ∈ [0, 2𝜋) as the parameter 

𝑳 = 𝒍𝑥 cos 𝜑 + 𝒍𝑦 sin𝜑   (4-50) 

where 𝒍𝑥 and 𝒍𝑦 are the unit vectors of the direction of motion.  

The position and direction of the saddle point in the second type of trap can be obtained by solving the 

first and second partial derivatives of vector 𝒍𝑥  and vector 𝒍𝑦  and satisfying all the spatial positions and 

corresponding angle parameters of Eq. (4-51) and satisfying the 𝜑 of all the spatial positions and corresponding 

angle parameters 

 

 

  

 
1 Saddle point: In differential equations, the singularity that is stable in one direction and unstable in the other direction is called the 

saddle point. 

Space debris 
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    (4-51) 

(2) Improved model of comprehensive potential field 

The artificial potential field method usually takes the end point as the gravitational source and the obstacle 

as the repulsion source, and the gravitational potential field and the repulsive potential field are synthesized into 

a comprehensive potential field in space, which drives the moving body to reach the end point while avoiding the 

obstacle along the weakening direction of the potential field.[249] 

In the application of spacecraft evasive maneuver, it is necessary to avoid the planned path going straight 

to the end point, and to continue to travel in the direction of the set transfer orbit as much as possible. The repulsive 

potential field should be weakened at a distance from space debris to avoid premature trajectory deviation. At the 

same time, the gravitational potential field should be weakened when approaching space debris to avoid local 

oscillation. As shown in Figure 4-12, this book constructs a comprehensive potential field model with reference 

line traction, ignorance of repulsion at distant points, and attenuation of gravitational force at obstacle points 

𝑼(𝒙,𝛥𝑠) = 𝑘𝑟𝑒𝑓𝑒𝑟𝑼𝑟𝑒𝑓𝑒𝑟(𝛥𝑠) + 𝑘𝑎𝑡𝑡𝑼𝑎𝑡𝑡(𝒙) + 𝑘𝑟𝑒𝑝𝑼𝑟𝑒𝑝(𝒙) (4-52) 

where 𝑼(𝒙, 𝛥𝑠) is the combined potential field of the current position 𝑥 spacecraft; Urefer(𝛥𝑠) is the reference line 

potential field; krefer is the reference line potential field coefficient; 𝑼𝑎𝑡𝑡(𝒙) is the gravitational potential field: 

𝑘𝑎𝑡𝑡  is the gravitational potential field coefficient;  𝑼𝑟𝑒𝑝(𝒙) is the repulsive potential field; 𝑘𝑟𝑒𝑝  is the repulsion 

potential field coefficient.  

(3) Reference line potential field model 

In order to meet the needs of the spacecraft to travel in the direction of the reference line, this book 

proposes a method to replace the target point potential field with the reference line potential field, so that the 

spacecraft can closely follow the reference line on the way to avoid space debris. The reference line potential 

field will constrain the circumvention of the orbital direction and ensure that the target orbit is flown towards the 

target orbital position, i.e., the value of the forward potential field is lower than that of the rear potential field, 

which is described using a Gaussian-like function[250] surface as follows 

𝑼𝑟𝑒𝑓𝑒𝑟(𝛥𝑠) = (𝑠𝑡𝑜𝑡𝑎𝑙 − 𝛥𝑠)𝑒𝑥𝑝 (1 +
∆𝑑2

2𝛿2
) 𝒔   (4-53) 

where 𝑠𝑡𝑜𝑡𝑎𝑙 is the entire transfer orbit range; Δ𝑠 is the range from the starting point 𝑥𝑠𝑡 to the current position 𝑥; 

Δ𝑑 is the distance along the normal deviation from the reference line; is the normal convergence coefficient. 𝛿[250] 

(4) Gravitational potential field model 

In order to smoothly avoid space debris and avoid local oscillations, the gravitational potential field 

function is improved, and a ring region that weakens the gravitational potential field is set near space debris.[248] 
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Figure 4-12: Illustration of a Spacecraft’s Avoidance of Maneuvering Artificial Potential Field (see color insert) 

 (4-54)  

where η is the coefficient of attraction field related to the distance of space debris; 𝒙𝑜𝑏 is the vector for the current 

position of the space debris; 𝒙𝑔𝑜𝑎𝑙  is the position vector of the intersection point between the transfer orbit and 

the target orbit; n is a positive integer; 𝑟𝑜𝑏 is the range of threats from space debris; 𝑟𝑠𝑎𝑓𝑒 is the extent of the 

gravitational attenuation zone; ‖∙‖ is 2-norm.  

(5) Repulsive potential field model 

In order to keep up with the transfer trajectory and avoid premature trajectory deviation, the potential field 

transition strategy is used to improve the repulsion potential field function 
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 (4-55) 

where λ is the repulsion potential field coefficient; q is a positive integer; d is the range of the repulsion transition 

zone. 

(6) Continuous differentiable proofs 

In general, the potential field force can be obtained by solving the negative gradient of the artificial 

potential field model, but the comprehensive potential field model is required to be continuous and differentiable. 

However, the coefficients of the potential field model constructed in this chapter are determined by the relative 

position of the spacecraft, especially the coefficients of the gravitational potential field model and the repulsion 

potential field model are piecewise functions related to the relative position. In order to test that the continuous 

potential field force can be obtained from the constructed potential field model, the continuous differentiability 

of each piecewise function is proved in this section. 

For the gravitational potential field function 𝑼𝑎𝑡𝑡(𝒙), its continuous differentiability is mainly seen in the 

piecewise function η in Eq. (4-54). 

 (4-56) 

Let 𝑥 = ‖𝑥 − 𝑥𝑜𝑏‖ − 𝑟𝑜𝑏, then 

  

Other 
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(4-57) 

Again let 𝑦 = ‖𝒙 − 𝒙𝑜𝑏‖ − 𝑟𝑠𝑎𝑓𝑒, there is 
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(4-58)
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Therefore, it is proved that the η of the piecewise function is continuously differentiable, so that the 

gravitational potential field model 𝑼𝑎𝑡𝑡(𝒙) is also continuously differentiable. In the same way, the continuous 

differentiability of the repulsion potential field model 𝑼𝑟𝑒𝑝(𝒙) can be proved.  

4.3.2: Path Planning to Avoid Space Debris 

Using the normal projection of the comprehensive potential field, drawing on Jerk's description, the 

avoidance path to avoid space debris with the minimum lateral offset is obtained. 

In order to maintain the established orbital transfer velocity of the spacecraft along the reference line, only 

the projection of the comprehensive potential field in the normal direction d is considered to generate a lateral 

offset and realize the autonomous avoidance of space debris 

𝑈𝑑𝒅 = 𝑼 −𝑈𝑟𝒓    (4-59) 

where r is the tangential vector of the reference line; 𝑈𝑟 is the tangential component value of the comprehensive 

potential field; d is the reference line normal vector; 𝑈𝑑  is the value of the normal component of the 

comprehensive potential field.  

In order to ensure that the avoidance path driven by the normal component of the comprehensive potential 

field is smooth and smooth, this book uses the Jerk function to describe the rate of change of acceleration with 

reference to Ref. 239. The relationship model between the transverse acceleration rate of change 𝑑(𝜏) and the 

normal component of the comprehensive potential field and the description of Jerk is constructed 

   (4-60) 

   (4-61) 

where ω is the efficiency coefficient of the normal component of the comprehensive potential field; 𝐽𝑡(𝑑(𝑡)) is a 

Jerk description of the lateral displacement; 𝑑(𝑡) is the lateral offset.  

According to Ref. 99 and 252, the task of path planning is to find the lateral offset that can make 𝐽𝑡(𝑑(𝑡)) 

the smallest, and the solution of any Jerk optimization problem can be expressed by a 5th degree polynomial of 

the form (4-25). From this, polynomial representations of lateral offset ∆𝑑 = 𝑑(𝑡), lateral velocity �̇�(𝑡) and 

lateral acceleration �̈�(𝑡) can be obtained 

 (4-62)  
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where 𝛼0, 𝛼1 , 𝑎2 , 𝛼3 , 𝛼4 , 𝛼5  is the polynomial coefficient, let 𝑡0 =  0  and ∆𝑡 = 𝑡1 − 𝑡0  respectively, and 

substitute the equation (4-62) to obtain their values.  

In addition, the lateral acceleration is constrained by the spacecraft's steering maneuvering ability, i.e., the 

heading angular rate, while promoting the lateral offset of the spacecraft 

d̈(t) = {
d̈(t), d̈(t)/v(t) ≤ �̇�max

�̇�maxv(t), d̈(t)/v(t) > �̇�max
   (4-63) 

where 𝑣(𝑡) is the spacecraft velocity; �̇�𝑚𝑎𝑥 is the maximum angular rate of the spacecraft's steering maneuver.  

Let ∆𝑡 = 𝑡1 − 𝑡0 be the braking time of the spacecraft, and the lateral offset under different braking times 

can be calculated by equation (4-62) under the drive of 𝑈𝑑(∆𝑡). By accumulating the lateral displacement along 

the reference line over time, a path that can avoid space debris can be obtained.  

4.3.3: Dynamic Optimization of Avoidance Paths 

In the process of space debris avoidance maneuver, the spacecraft considers the avoidance safety, orbit 

keeping, braking time and fuel consumption according to the index model established above, and the path 

planning method based on the improved artificial potential field can obtain the set of candidate avoidance orbit 

paths, and then the optimal avoidance path can be screened out by using the global objective function formula (4-

36). In the global objective function Q, each index item and the weighting coefficient jointly determine the choice 

of the optimal path for spacecraft orbit avoidance, and the comprehensive index will determine which aspect of 

the global objective function Q focuses on optimization. For example, when the weighting coefficient of the 

evasion safety term accounts for a large proportion of the global optimization function, the path optimization will 

be more inclined to choose the avoidance path with a stable rate of change of maneuvering acceleration. When 

the weighting coefficient of the orbit holding term accounts for a large proportion of the global optimization 

function, the avoidance path that can recover to the set transfer orbit as soon as possible will be chosen, but this 

may increase the risk of collision with space debris during the spacecraft evasion maneuver. 

For the spacecraft orbit temporary avoidance path planning problem considering multiple factors, the 

dynamic optimization steps are as follows: 

Step 1: Circumvent demand 

According to the current environmental factors and the state of space debris, the focus terms of the 

spacecraft's orbital avoidance path are obtained, that is, the weight coefficients in the global objective function Q 

are clarified. 
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Step 2: Path solving 

In order to reduce the computational cost of the method, the lateral offset range of the spacecraft orbit 

avoidance path is limited, and the spacecraft avoidance maneuver does not exceed this range, that is, the lateral 

offset d is limited to the [𝑑𝑚𝑖𝑛 , 𝑑𝑚𝑎𝑥] region. The transverse offset discrete sequence {𝑑10 , …, 𝑑1𝑖 , ……, 

𝑑1𝑚|1≤i≤m} is generated from the transverse offset sampling, and then the avoidance maneuver parameters 

satisfying the description of the fifth polynomial (4-62) are solved. Then, according to the improved artificial 

potential field method from Eq. (4-52) to Eq. (4-59), the path set satisfying the avoidance condition is calculated 

within the transverse offset range.  

Step 3: Path generation 

In the process of path generation, if the prediction time is too short, the ability to respond to emergencies 

will be insufficient. If the prediction time is too long, the reliability of the avoidance path may be reduced and 

computing resources will be wasted. To do this, the sampling time ∆𝑇 is set to discretize the avoidance path of 

the 𝑡0~𝑡1 time period. Equations (4-60) to (4-63) are used to generate avoidance paths according to the lateral 

offset, and the position and state information of each candidate avoidance orbit path are determined. Finally, the 

candidate avoidance paths in the Frenet coordinate system are converted into the Cartesian coordinate system.  

Step 4: Filter paths 

According to the optimal avoidance path evaluation index, the avoidance paths that do not meet the 

requirements of evasion safety, orbit keeping, braking restrictions and fuel consumption are filtered. 

Step 5: Status Update 

The spacecraft flies to the next state according to the optimal avoidance path and updates the current state 

information. The global objective function determines whether to update the weight coefficient according to the 

orbit avoidance index, otherwise, the path is planned according to the original target. 

 

4.4: CASE STUDY OF SPACECRAFT ORBIT TEMPORARY AVOIDANCE PATH PLANNING 

In order to test the effectiveness of the method, a path generation algorithm based on improved artificial 

potential field is used to test the effectiveness of the spacecraft orbit temporary avoidance path planning case. In 

order to illustrate the application advantages of the improved artificial potential field method, the classical 

artificial potential field method and the commonly used Dijkstra and Rapidly Extended Random Tree (RRT) path 

planning algorithms, the experimental results are compared. 

 

  



China Aerospace Studies Institute 

142 

4.4.1: Case Description 

The on-orbit spacecraft 6 with a mass of 2, 500 kg and a maximum thrust acceleration of 1.3 m/s2 

maneuvered along a given transfer trajectory to target 13 according to the optimal target allocation strategy in 

orbit in the composite service mode described above. During the orbital maneuver, a space debris temporarily 

appears in the plane of the transfer orbit. At this time, the space debris position [33 854  5 146] T km and velocity 

[-0.763 0.763] T km/s. In order to ensure that the on-orbit servicing operation can be continued, the spacecraft 

carries out orbital temporary avoidance path planning according to different avoidance preferences. In the process 

of solving the path generation algorithm based on Frenet and the improved artificial potential field, the model 

parameters are set to 

krefer= 0.2,katt= 0.4,krep= 0.4, δ= 0.96,η= 0.4,n = 1,q = 1,µ= 3.986×105km
3
/s2,rsafe= 300km,d = 600km,λ= 0.4. 

4.4.2: Model Calculation and Analysis 

4.4.2.1: Simulation effect analysis 

In the face of temporary space debris, in order to ensure the safety of the spacecraft and continue to 

complete the mission, the spacecraft orbit temporary avoidance path planning method was used to carry out the 

optimal path planning. According to the method flow, the Frenet coordinate system is used to express the orbital 

avoidance motion of the spacecraft, and the improved artificial potential field method is used to construct the 

artificial potential field of the spacecraft to avoid space debris. When the space debris is far away from the 

spacecraft, the gravitational potential field is dominant, and the spacecraft continues to travel along the set transfer 

orbit. As shown in Figure 4-13, when space debris enters the repulsion transition zone, the spacecraft is subjected 

to an increasingly strong repulsive potential field, which will drive the spacecraft away from the set transfer orbit 

(yellow curve in the figure). 

As shown in Figure 4-14, when the space debris (blue dot in the figure) intersects with the spacecraft's set 

transfer orbit, the spacecraft (red triangle) can avoid the risk of collision with each other with a certain offset. 

As shown in Figure 4-15, the spacecraft is guided by the spacecraft comprehensive potential field model 

from leaving the set transfer orbit to successfully avoiding space debris and then continuing along the set transfer 

orbit, and the optimal avoidance path is automatically calculated and generated by the spacecraft orbit temporary 

avoidance path planning method, which can meet the needs of the spacecraft's active defense and autonomous 

avoidance. 
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Figure 4-13; Simulation Diagram of a Spacecraft Leaving a Given Orbit (see color insert) 

 
 

Figure 4-14: Simulation Diagram of Spacecraft Successfully Avoiding Space Debris (see color insert) 
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Figure 4-15: Overall Simulation Rendering of Spacecraft Space Debris Avoidance (see color insert)
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4.4.2.2: Parameter control analysis 

In order to better demonstrate the influence of different indicators of avoidance safety, fuel consumption, 

braking efficiency and minimum offset on path planning, the application advantages of the test method can meet 

the needs and preferences of different tasks, and the single-objective optimization parameter control and multi-

objective optimization parameter control are simulated and analyzed, respectively. 

(1) Single-objective optimization method 

Considering single-objective optimization in spacecraft orbit avoidance, that is, only considering a single 

index in equation (4-36) (e.g., only considering constraints such as fuel consumption or safety avoidance), the 

spacecraft orbit temporary avoidance path planning method is used to simulate and calculate, and the lateral 

acceleration changes under the constraints of each index are obtained, as shown in Figure 4-16. 

 
 

Figure 4-16: Lateral Offset Acceleration in Single-Objective Optimization Mode (see color insert) 

1) Only consider avoiding security factors. 

When 𝛾𝐽 =  1, 𝛾𝐷 =  0, 𝛾𝑇 =  0, 𝛾𝑅 =  0, only the Jerk function is optimized, there is a large fluctuation in 

the lateral offset acceleration of the spacecraft when it is close to the space debris during the evasion maneuver, 

which causes the spacecraft to obtain a large lateral offset to avoid the collision threat of space debris.  
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Although this treatment can ensure that the spacecraft can successfully avoid space debris, it requires the 

spacecraft to have a large lateral thrust if it suddenly adopts an evasive behavior when the target is approaching. 

2) Only orbital retention factors are considered. 

When 𝛾𝐽 =  0, 𝛾𝐷 =  1, 𝛾𝑇 =  0, 𝛾𝑅 =  0 , that is, only the minimum lateral offset is considered, the 

spacecraft needs to adjust the direction and magnitude of the lateral acceleration many times in order to continue 

to travel along the set transfer orbit as much as possible during the evasive maneuver, resulting in many large 

fluctuations in the lateral acceleration curve. Although this treatment can make the evasion path better consistent 

with the set transfer orbit, it requires multiple lateral acceleration adjustments, which consumes more fuel and 

increases the risk of collision between the spacecraft and space debris.  

3) Only the brake aging factor is considered. 

When 𝛾𝐽 =  0, 𝛾𝐷 =  0, 𝛾𝑇 =  1, 𝛾𝑅 =  0, that is, only the optimization of the spacecraft's braking time is 

considered, the spacecraft will take evasive actions as soon as possible after learning of the debris attack crisis, 

so that the lateral acceleration curve will fluctuate greatly at the beginning. This treatment method makes the 

spacecraft perform a high-thrust evasion maneuver at the beginning, deviate from the orbit prematurely and be 

difficult to recover, resulting in the spacecraft entering the airspace unknown in advance, and the orbit safety is 

difficult to be guaranteed.  

4) Only fuel consumption factors are considered. 

When 𝛾𝐽 =  0, 𝛾𝐷 =  0, 𝛾𝑇 =  0, 𝛾𝑅 =  1, that is, only the optimization of fuel consumption is considered, 

the lateral acceleration curve fluctuation in the whole evasive maneuver can be minimized. Although this 

treatment method can save fuel consumption to the greatest extent, it brings a large uncertain safety risk to the 

spacecraft orbital maneuver.  

(2) Multi-objective optimization method 

In order to better meet the actual needs and preferences of spacecraft to avoid space debris, it is necessary 

to comprehensively consider the factors of avoidance safety, orbit keeping, braking timeliness and fuel 

consumption, and adopt the multi-objective optimization method according to Eq. (4-36) to obtain the 

corresponding optimal avoidance maneuver path under a certain combination of optimization weights. The 

spacecraft orbit temporary avoidance path planning method is used to simulate and calculate, and the lateral 

acceleration change under multi-factor constraints is obtained, as shown in the curve in Figure 4-17. 
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Figure 4-17: Lateral Offset Acceleration in Multi-Objective Optimization Mode (see color insert) 

Considering the factors of each index, for equation (4-36), for example, according to 𝛾𝐽 =  0.2,𝛾𝐷 =

 0.2,𝛾𝑇 =  0.1, 𝛾𝑅 =  0.5 or 𝛾𝐽 =  0.3, 𝛾𝐷 =  0.5, 𝛾𝑇 =  0.1, 𝛾𝑅 =  0.1 to assign the weight of each index, the 

spacecraft lateral offset acceleration curve will fluctuate less and the peak value will be smaller, so that the entire 

avoidance path can take into account factors such as fuel consumption, minimum offset and braking time while 

successfully avoiding space debris. It can better meet different practical needs.  

4.4.3: Algorithm Comparison 

The spacecraft orbit temporary avoidance path planning should not only successfully avoid space debris, 

take into account the absolute motion of flying along the transfer orbit and the relative motion of the space target, 

but also meet different avoidance needs and preferences, so the appropriate path generation algorithm is 

particularly important. The applicability and computational cost of the commonly used path planning algorithms 

are compared and analyzed, which is helpful to clarify the advantages and scope of application of the algorithms. 

(1) Comparison of algorithm applicability 

Spacecraft orbit temporary avoidance path planning can be regarded as the development of an optimal or 

suboptimal avoidance path from the starting orbit to the target orbit in the maneuverable area with reference to a 

certain index (such as the least cost, the shortest distance and the lowest computation time, etc.), and its essence 

is to obtain the optimal or feasible solution under a certain avoidance preference.  

Total fuel consumption 8.834 kg 

Total fuel consumption 10.996 kg 
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The orbital temporary avoidance path planning problem under different avoidance needs and preferences can 

often be converted into a single-objective problem by weighting and other methods and then solved by 

mathematical programming. However, the objective function and constraint space of the orbital temporary 

avoidance path planning problem may be nonlinear or non-differentiable under different avoidance needs and 

preferences, that is, with the increase of the problem model, the solution will become more complex, and the 

amount of computation will increase exponentially, which will affect the solving efficiency of the algorithm. For 

the orbital temporary avoidance path planning problem under different avoidance needs and preferences, heuristic 

algorithm and intelligent algorithm provide a more efficient way to solve the problem. Table 4-1 compares the 

applicability of two commonly used algorithms. 

Table 4-1: Comparison of the applicability of different avoidance path algorithms 

The name of 

the algorithm 

Peculiarity Advantage Applicability analysis 

Dijkstra 

algorithm 

1) A single-source path 

algorithm from one vertex to 

the rest of the vertices 

2) It expands from the center 

to the outer layer, and the 

divergence is good 

1) The algorithm is very 

concise and can effectively 

obtain the optimal solution 

2) There are few parameters, 

and the convergence speed is 

fast in the early stage 

The path search efficiency 

decreases with the increase of 

data nodes, and the search 

mode is fixed, so it is not easy 

to add multi-preference 

constraints 

RRT 

algorithm 

1) Sampling-based search 

algorithm, suitable for 

solving high-dimensional 

space problems 

2) The search process is 

similar to the process of 

growing branches and 

spreading around 

1) Few parameters, simple 

structure and strong search 

ability 

2) It is easy to add incomplete 

constraints, and has flexible 

search capabilities in complex 

environments 

The node utilization rate is 

low, the path is unstable, and 

it is difficult to take into 

account the minimum offset 

from the set transfer orbit in 

the path generation process 

 

Path 

generation 

algorithm 

based on 

improved 

artificial 

potential 

field 

1) Spatial planning methods 

that do not rely on graphical 

representations 

2) A virtual force field 

method, in which the 

resultant force generated by 

gravity and repulsion force 

realizes obstacle avoidance 

 

1) The planning speed is fast, 

the real-time avoidance is 

strong, and the path is smooth 

2) The structure is simple, the 

amount of calculation is small, 

and it is convenient for the 

real-time control of the bottom 

layer 

 

The gravitational potential 

field can refer to the set 

transfer orbit, and the 

comprehensive potential field 

can consider different 

avoidance needs and 

preferences, and it is easy to 

obtain the avoidance path 

under different needs and 

preferences 

Dijkstra's algorithm is a typical single-source shortest path algorithm, which is mainly used to calculate 

the shortest path from one node to all other nodes. Due to the limitation of this extended search method from the 

center to the outside, the path search efficiency decreases with the increase of data nodes, and it is not easy to add 

multi-preference constraints to the relatively fixed search mode, which is difficult to directly solve the problem 

of orbit temporary avoidance path planning under different avoidance needs and preferences. 
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The Rapid Expansion Random Tree (RRT) algorithm is a sampling-based search algorithm that starts from 

the root node of the tree and spreads around and returns the path as a feasible path whenever a leaf node touches 

the target. The RRT algorithm avoids the modeling of the space by detecting the collision of the sampling points 

in the state space and can effectively solve the path planning problems of high-dimensional space and complex 

constraints. However, the RRT algorithm has a low utilization rate of nodes and adopts the method of random 

sampling for a large space such as spacecraft orbit avoidance, and the planned path is more random, and the 

optimal path acquisition is unstable. The RRT algorithm is difficult to generate an avoidance path from the 

perspective that the original scheme should be continued as much as possible in the temporary planning, and the 

generated avoidance path is difficult to take into account the absolute motion of the flight along the transfer orbit 

and the relative motion of the avoidance space debris. 

Based on the path generation algorithm of improved artificial potential field, the comprehensive potential 

field is constructed with the ideas of reference line traction, long-distance point repulsion ignorance, and obstacle 

point gravitational attenuation, and the optimal avoidance path is obtained by searching for the descending 

direction of the potential function. In this process, the target point potential field is replaced by a reference line 

potential field, so that the spacecraft can closely follow the set transfer orbit on the way to avoid space debris, 

and the absolute motion of the flight along the transfer orbit is well considered. The comprehensive potential field 

can be combined with different indicators such as avoidance safety, fuel consumption, minimum offset and 

braking time, and it is easier to obtain the optimal avoidance path under different needs and preferences. 

(2) Comparison of the amount of algorithm computation 

In order to illustrate the comparative advantages of the path generation algorithm based on the improved 

artificial potential field, it is simulated and compared with the classical artificial potential field method and the 

commonly used shortest path algorithm. Because the commonly used avoidance algorithms such as Dijkstra and 

RRT cannot take into account the indicators of avoidance safety, fuel consumption, minimum offset and braking 

time at the same time, it is difficult to directly solve the problem of temporary avoidance path planning of 

spacecraft orbit. In order to effectively compare the performance of each algorithm, Figure 4-18 designs a separate 

barrier avoidance scenario, that is, it is necessary to independently plan the shortest path from the dot to the fork 

point. On the 1.6 GHz, 1.8 GHz dual-core CPU 8 GB RAM computing hardware, the same PyCharm simulation 

compilation environment is used to solve the problem by using four algorithms.  
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Figure 4-18: Solving Effects of Different Algorithms for Barrier Avoidance Problem (see color insert) 
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The typical breadth-first search method (Dijkstra algorithm[253, 254]) can be used to obtain the avoidance 

path shown in Figure 4-18(a). In the process of solving the Dijkstra algorithm, it is necessary to preset the search 

area (the black box in the figure) and expand the starting point to the outer layer (the small fork in the figure 

represents the searched node), so that the search time is 0.48 s, and the resulting path is angular, and the path 

length is 93.3. The evasion path shown in Figure 4-18(b) can be obtained by using an incremental, probabilistic-

complete, and suboptimal path planning algorithm (RRT algorithm[255]). The RRT algorithm adopts the search 

tree method with the initial state as the root node and the target node as the leaf node (the branch in the figure is 

the searched area), which takes an average time of 0.62 s, and the resulting path is tortuous and has a length of 

111.4. The avoidance path shown in Figure 4-18(c) can be obtained by using the classical artificial potential field 

method. The simulation results show that the path will fluctuate during the approach to the target, and when the 

gravitational potential field and the repulsive potential field are reversed and blocked by obstacles, local 

oscillations will occur (the bold part of the curve in the figure), and the target is unreachable. Using the improved 

artificial potential field method, it takes an average time of 0.29 s to reach the target position, and the obtained 

path is shown in Figure 4-18(d), with a path length of 91.1 and a better smoothing effect. Compared with the two 

commonly used path planning algorithms, the average time is shortened by 47%, the distance is saved by 11%, 

and there is no need for path smoothing, obstacle avoidance detection, etc., which has certain comparative 

advantages.  

 

4.5: CHAPTER SUMMARY 

To avoid space debris, spacecraft need to take into account the absolute motion of flying along the transfer 

orbit and the relative motion of space debris avoidance, and it is difficult to plan the path independently, and there 

are few published research results at home and abroad. In order to solve the above problems, this chapter 

introduces a path generation algorithm that combines the Frenet coordinate system with the improved artificial 

potential field. Firstly, the "multi-restriction shortest path" feature presented in the face of spacecraft orbit 

temporary avoidance is described, and the orbit temporary avoidance path planning problem in the face of space 

debris is described. Secondly, a space motion coordinate system based on Frenet is constructed, which can take 

into account the absolute motion of flight along the transfer orbit and the relative motion of space debris avoidance.  
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Finally, the artificial potential field function is improved, the action area of each potential field is adjusted, and a 

comprehensive potential field model with reference line traction, long-distance point repulsion neglect and 

obstacle point gravitational weakening is constructed, which avoids the premature trajectory deviation and local 

oscillation phenomenon of the traditional artificial potential field method. The case analysis shows that the 

proposed method further solves the problem that the relative position of the spacecraft and the set transfer orbit 

is not easy to express in path planning and realizes the simple representation of space avoidance motion. It avoids 

the premature trajectory deviation and local oscillation of the traditional artificial potential field method and 

realizes the autonomous avoidance of space debris. It can consider avoidance safety, fuel consumption, minimum 

offset and braking aging factors at the same time to meet different avoidance needs and preferences. The 

comparison of the algorithms shows that compared with other commonly used algorithms, the average time taken 

by the algorithm in this book is shortened by 47% and the distance is reduced by 11%, which further improves 

the shortcomings of the conventional methods that it is difficult to meet different avoidance preferences at the 

same time and the orbit balance is weak. 
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CHAPTER 5: RESEARCH ON REAL-TIME PLANNING OF SPACECRAFT ORBIT GAME STRATEGY 

The on-orbit servicing of spacecraft to non-cooperative targets is a deep integration of optimal control and 

dynamic game, which can be described as a dynamic game problem,[165] which is an orbital game process in which 

the optimal behavior is adopted under the condition that only the self-state and the opponent's current finite state 

are known, and the opponent's future behavior strategy is not known. Compared with the traditional space action 

planning, the spacecraft orbit game needs to consider the control of both sides of the game, and its problem 

dimension is increased by 1 times, and the behavior of both parties is also considered, and the continuous dynamic 

interaction characteristics are obvious, resulting in a continuous dynamic interaction problem of bilateral control 

in strategic planning.[166] 

 

5.1: ORBITAL GAME PROBLEM DESCRIPTION AND MODELING 

From the perspective of game theory, the basic elements of the game, such as participants, behaviors, 

information, strategies and equilibrium, are used to describe the orbital game problem between spacecraft and 

non-cooperative targets. The dynamic model of orbital game was established, the Nash equilibrium and strategy 

combination of orbital game were defined, and the objective function of strategy planning was constructed 

considering distance and time factors. 

5.1.1: Problem Description 

If the space service target is a non-cooperative target, the spacecraft may face the non-cooperative 

behavior of the target when approaching the target, which will develop into an orbital game problem between 

spacecraft in orbit.[257] The orbital game problem between spacecraft reflects the interaction behavior between 

spacecraft to some extent, and it is appropriate to use zero-sum game theory considering the strategic choice of 

both parties to describe the orbital game process between such spacecraft.[127, 173] The zero-sum game theory can 

analyze the influence of different strategy choices on the final result, and can provide an effective pursuit strategy 

for spacecraft, and its application to the orbit game problem between spacecraft can more appropriately solve the 

strategy choice problem of spacecraft to deal with non-cooperative goals.  
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To use zero-sum game theory to deal with orbital game problems between spacecraft, it is necessary to 

redefine the elements of participants, behavior, information, rationality, payment and equilibrium in game theory 

from the perspective of spacecraft. 

1) Participants in the orbital game: Participants are also known as insiders, and they are the two sides of 

the game in the situation of non-cooperative countermeasures, that is, spacecraft and space targets that can make 

independent decisions and maneuver quickly in the orbital game. Participants are the decision-making subjects in 

the orbital game, and each pursues the maximization of utility or return. In the spacecraft orbit game, the game 

composed of spacecraft and space target is called a two-person game. 

2) Behavior in orbital games: Behavior is the decision-making variable of participants at a certain point 

in time in orbital games. For each participant, there are multiple possible behaviors to choose from at different 

moments, and different behavioral choices will lead to different outcomes of the game. 

3) Information in the orbital game: Information refers to all the knowledge about the game that the 

participants in the orbital game have, such as information about the target type, orbit position, state, orbit 

parameters, etc. According to the sufficiency of the available information, the information can be divided into 

complete information and incomplete information, which will have an important impact on the outcome of the 

game. 

4) Rationality in orbit game: In the spacecraft orbit game, it is assumed that both participants are rational1 

and will choose behaviors to maximize their interests under certain constraints, that is, in the face of two behavior 

choices that cannot coexist, each participant will choose the behavior that can make the objective function optimal 

(maximum or minimum). 

5) Strategy in orbital games: Strategy can be understood as a contingent action plan of the participants,[258] 

which is the rule of behavior, which stipulates the timing of the behavior and stipulates how the participants 

should act under what circumstances. The purpose of spacecraft orbit game planning is to obtain the best strategy 

to deal with the problem of on-orbit services for non-cooperative targets.  

6) Payouts in orbital games: Payouts are the rewards that each participant receives under the chosen 

strategy. In the spacecraft orbit game, the payment depends not only on the strategy of spacecraft selection, but 

also on the behavior strategy of space target, and the purpose of planning is to maximize the combination payment 

through the selection of strategy combinations. 

 

 

 

  

 
1 In game theory, the definition of "rationality" is different from the definition of philosophy and other social sciences, and this book 

mainly uses the definitions of rationality in game theory by John Von Neumann and Oskay Morgenstern as references. 
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7) Equilibrium in orbital game: Equilibrium is a combination of strategies composed of the optimal 

strategies of spacecraft and space target, which is a stable state of the game between the two sides, in which both 

sides are no longer willing to unilaterally change their strategies. This combination of strategies is unique because 

when both the spacecraft and the space target adopt their own strategies, neither of them can get more out of 

changing their strategies on their own. 

The orbital game problem from the perspective of spacecraft[260] is a dynamic game process in which the 

optimal behavior is adopted and the space approximation is finally completed under the condition that only the 

self-state and the current finite state of the space target are known, and the future behavior strategy of the space 

target is unknown. However, in addition to operating in a continuous and dynamically changing space 

environment, the space target in the orbit game problem also has typical non-cooperation, that is, it has the 

characteristics of non-communication at the information level, non-cooperation in maneuvering behavior, and 

incomplete prior knowledge.  

In the face of non-cooperative goals, spacecraft only know their own situation and the current limited state 

of the target, and the future behavior strategy of the space target is unknown, and how to use incomplete situation 

information and limited knowledge and experience to deal with the orbit game between spacecraft and obtain the 

most reasonable behavior strategy in the current state is the key problem to be solved by the mission planning 

method. 

5.1.2: Problem Modeling 

In order to facilitate the analysis of the problem and highlight the key points, the following assumptions 

are made before modeling the spacecraft orbit game problem: 

1) Weaken the influence of the Earth's rotation on the orbital maneuver of spacecraft, and ignore the 

problem of multi-body perturbation for the time being. 

2) In the whole orbit game between spacecraft, both spacecraft and space targets are located in low earth 

orbit. 

3) In the process of spacecraft orbit game, both spacecraft and space target have certain timely command 

and control and space situational awareness capabilities, and both sides can obtain the position and velocity 

information at the current moment and in the past time. 

4) In the process of spacecraft orbit game, both spacecraft and space target have certain in-orbit computing 

capabilities and power systems; 
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in the chase and escape game, both sides use continuous thrust, and the maximum unit mass acceleration is known. 

5) The orbit game between spacecraft is a game countermeasure with incomplete and imperfect 

information, and neither side of the game can know the form of the other party's payment function and payment 

matrix exactly, that is, the spacecraft only knows its own state and the current finite state of the space target, and 

does not know the future behavior and strategy of the space target. 

The orbital game between spacecraft is a deep integration of orbit optimal control and dynamic game,[261, 

165, 263, 169] which is a typical sequential decision oriented to incomplete information.1 The essence of the process 

is a continuous dynamic interaction problem of bilateral control. The two sides have conflicting behavioral 

objectives, with the spacecraft aiming to approach the space target, and the space target changing its original orbit 

to behave non-cooperatively. Compared with the traditional space rendezvous and docking problems, the orbit 

game with non-cooperative targets needs to consider bilateral orbit control and sequential decision game, which 

increases the problem dimension, and at the same time, it also needs to consider the information conditions of 

both parties in real time, which makes the game countermeasure model more complex. In addition, compared 

with the general differential countermeasures, the spatial dynamics model is more complex and the orbital 

maneuvering conditions are more restrictive, so it is a special kind of game problem. This kind of continuous 

dynamic conflict between two parties can be mathematically described by differential countermeasures[167, 168] 

and solved with the help of Nash equilibrium.  

(1) Orbital game dynamics model 

In the two-body model, the central celestial body is used as the reference point, P represents the spacecraft 

in orbit, and E represents the space target, and the spatial position relationship between the two is shown in Figure 

5-1. In the figure, a reference star in the same orbital plane is used as the coordinate origin O, the direction of the 

line between the reference star and the central celestial body is the x-axis, the direction of the orbital velocity in 

the orbital plane is the y-axis, and the z-perpendicular to the transfer orbital plane forms a right-hand system with 

the x-axis and y-axis. The relative distance between the spacecraft and the space target is much smaller than the 

orbital radius of the space target, and its dynamic model can be described as follows.[259] 

 

 

  

 
1 Sequential decision-making refers to the decision-making method used for the optimization of random or uncertain dynamic systems 

by arranging them in chronological order to obtain various decisions (strategies) in sequence. 
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(5-1) 

where xi(t), yi(t) and zi(t)(i = P, E) represent the components of the spacecraft and the space target in the x-axis, 

y-axis and z-axis directions, respectively; ẋi(t), ẏi(t) and żi(t) represent the first derivative of the coordinate 

component against time t, respectively; ẍi(t), ÿi(t) and �̈� i(t) represent the second derivative of the coordinate 

component to time t, respectively; r(t) is the orbital radius of the reference star; ω is the reference angular velocity; 

μ is the gravitational constant of the earth; Ti is continuous thrust; mi is quality; 𝑢𝑖
𝑥, 𝑢𝑖

𝑦
and 𝑢𝑖

𝑧 if the behavior 

control quantities in the three directions, the subscripts i = P and i = E represent the spacecraft and space target, 

respectively.  

 
Figure 5-1: Schematic Representation of the Coordinates of a Spacecraft and Space Target 

In the survival differential countermeasures,[173] both the spacecraft and the space target adopt the 

maximum thrust, and the actual behavior control quantity of both sides is the thrust direction angle, i.e., uP = [θP, 

δP] and uE = [θE, δE]. Figure 5-2 shows the pitch angle 3 between the thrust force and the orbital plane and the 

thrust angle θ in the orbital plane.  

At this point, the orbital game dynamics model can be expressed as: 
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Figure 5-2: Schematic Diagram of the Direction Angle of the Behavior Control Quantity 

(5-2) 

where δi is the pitch angle between the thrust and the orbital plane; θi is the thrust angle in the orbital plane; the 

subscripts i = P and i = E indicate spacecraft and space target, respectively.  

(2) Orbital game strategy combination 

The spacecraft orbit game is dynamic in nature, with the spacecraft interacting with the space target and 

selecting behaviors at the same time. In this process, both parties are faced with sequential decision-making of 

behavior, and the general criteria for the decision-making process are defined as: 

Definition 5.1 There are 2 participants in a dynamic random game that can be played by 𝛤=〈S, u1, u2, r1, 

r2, p〉 where S is the state space, ui is a participant i(i = 1, 2) behavior, ri: S×u1×u2 
→ R be a participant, i(i = 1, 

2)'s reward value, p: S×u1×u2
→ Δ(S) is the transition probability, and Δ(S) is the set of probability distributions 

over the state space S. 

For the bilaterally controlled orbital game problem, the observation process of discrete time points t = 0, 

1, 2, …, n is considered.  
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At each moment, the state is denoted by st, and it is assumed that st is the value in the set S, that is, the orbital 

game decision-making process of st ∈ S spacecraft is controlled by the spacecraft and the space target, respectively, 

and is called participant 1 and participant 2. In state s, each participant independently chooses the behavior u1 ∈ 

U1, u2 ∈ U2  and receives the reward r1(s, u1, u2,), r2(s, u1, u2,). For all s, u1, u2, the dynamic random game when 

r1(s, u1, u2) + r2(s, u1, u2) = 0 is called a "zero-sum game;”1 When r1(s, u1, u2) + r2(s, u1, u2) ≠ 0, the dynamic 

random game is called the "general sum number game.”  

In a given state s, participants independently choose behaviors u1, u2, and receive a reward ri (s, u1, u2). 

Then, according to the transition probability, the state is transitioned to the next state s', and the constraints are 

satisfied 

  (5-3) 

In the spacecraft orbit game, for a given initial state, both the spacecraft and the space target try to obtain 

the most favorable behavioral strategy for themselves 

(5-4) 

(5-5) 

where πi is the strategy adopted by participant i(i = 1, 2) is the strategy adopted by the participant rt; β ∈ [0, 1) is 

the discount factor; so is the initial state; rt is the reward at time t. 

Nash equilibrium is a joint strategy, which means that each participant's equilibrium strategy is the best 

response to the other participants' strategies. For the spacecraft orbit game, the strategy of each participant is 

defined over the entire time frame of the game. 

Definition 5.2 For dynamic random game r, the Nash equilibrium is for all s ∈ S are all set up in the 

strategy portfolio  

(5-6) 

 

 

 
1 “Zero-sum game” is a concept in game theory, which is a non-cooperative game, which refers to the two sides participating in the 

game, under strict competition, the gain of one party must mean the loss of the other party, and the sum of the gains and losses of all 

parties in the game is always "zero.”  
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(5-7)  

(3) Orbital game objective function 

Spacecraft and space targets have different goals and expectations in the orbital game, and have different 

preferences for outcomes, so they can optimize their expectations through strategies or behaviors. Since the 

desired optimization is the goal of each participant, it is also called the objective function of the participants. 

For the objective function of the spacecraft orbit game, the Euclidean distances of both sides of the game 

are first considered 

(5-8) 

where, ||•||2 is the Euclidean norm; tf is the moment at which the thrust action of t0 ends for the start moment.  

For continuous thrust, the fuel consumption is directly proportional to the thrust action time, and the longer 

the thrust action time, the more fuel consumption is consumed. Therefore, the thrust action time interval is also 

taken as a part of the objective function of the orbit game, and the objective function of the time-distance 

comprehensive optimal control is constructed on the basis of Eq. (5-8). 

(5-9) 

where J(•) is the objective function of both sides of the game; k is the proportional weight, and k∈ [0, 1]. 

In the orbital game, the spacecraft and the space target take behavior by independently optimizing the 

objective function according to the current state. In the meantime, the spacecraft will seek to obtain behavioral 

strategies that minimize the objective function, while the space target will expect to obtain behavioral strategies 

that maximize the objective function. According to the Nash Equilibrium (NE) theory in game theory,1[231, 205] the 

behavior strategy of both parties achieves a Nash equilibrium if and only if the following inequalities are satisfied 

(5-10) 

where uP is the behavior strategy of the spacecraft; uE is the behavioral strategy of the spatial target; 𝑢𝑃
∗  is the Nash 

equilibrium strategy for spacecraft; 𝑢𝐸
∗  is a Nash equilibrium strategy for spatial targets.  

The Nash equilibrium strategy in the two-sided game is a combination composed of the optimal strategies 

of both sides, that is, a special strategy combination. 

 

  

 
1 Nash equilibrium, also known as non-cooperative game equilibrium, is a game theory named after John Nash. 
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For the Nash equilibrium strategy, when both parties adopt their own strategies in this combination, neither 

side can achieve better results by taking the other strategies independently. That is to say, the spacecraft chooses 

the Nash equilibrium behavior strategy 𝑢𝑃
∗ , and the space target adopts irrational behavior, that is, any behavior 

other than the Nash equilibrium uE, which will lead to the suboptimal objective function of the space target.  

Consider two participants in the spacecraft orbit game problem, which have the same objective function 

but are in different directions of optimization. This means that although the objective function is the same, one 

actor wants to minimize the objective function, while the other actor strives to maximize the objective function. 

For the problem of bilateral control, both sides of the game have their own behavioral strategies. Let the table uP, 

uE show the behavior strategies of both sides of the game, so the spacecraft orbit game strategy can be expressed 

as 

 (5-11) 

Therefore, the purpose of solving the spacecraft orbit game problem is to find a set of behavioral strategies 

to satisfy the Nash equilibrium, even if the following equation is true 

(5-12) 

 

5.2: GAME STRATEGY SOLVING ALGORITHM BASED ON BRANCHED DEEP REINFORCEMENT LEARNING 

The solution of differential countermeasures for spacecraft orbit game problems has always been a 

difficult and thorny problem because of the complexity of differential equations, nonlinear constraints, and many 

state variables.[141, 183] In order to further improve the shortcomings of conventional methods that are difficult to 

deal with the problem of bilateral control and the small convergence domain of equilibrium strategy, on the basis 

of testing the existence and consistency of orbital game strategy, the game strategy solving process is regarded as 

a kind of Markov decision-making process of bilateral control, and a fuzzy reasoning model for continuous space 

solution is constructed, and the application limitation of deep reinforcement learning in continuous space is 

improved, and a game strategy solving algorithm based on branched deep reinforcement learning is proposed.[262] 

5.2.1: Existentiality and Consistency Testing of Game Strategy 
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Through the description and modeling of the spacecraft orbit game problem, the zero-sum differential 

countermeasures are used to describe the spacecraft orbit game process, which can not only effectively express 

the spacecraft game strategy, but also reflect the countermeasures of space targets, and fully reflect the bilateral 

control and sequential game process between spacecraft. However, the equilibrium value of the general 

differential countermeasure problem is not uniquely determined and may not exist or may be multiple. In order 

to illustrate the rationality of using differential countermeasures to describe the spacecraft orbit game problem, 

this section analyzes the existence and consistency of the Nash equilibrium solution in the spacecraft orbit game 

problem and clarifies the scope of application of the method. 

(1) The existence test of orbital game strategy 

In the orbital game problem, both sides have opposite return goals and strive to adopt the most beneficial 

behavior strategy, and the Nash equilibrium strategy is not the only one. In this regard, it is necessary to test the 

existence of the Nash equilibrium strategy of the orbital game between spacecraft and space targets, that is, to 

clarify under what conditions and circumstances the Nash equilibrium strategy must exist. 

Hypothesis 5.1 Behavioral policy set uP and uE is a compact set, an objective function in the metric 

space J: up×uE → R at up×uE on continuous. 

Definition 5.3[127] For the orbital game problem, if the strategy is fixed separately uE ∈ UE and uP ∈ 

UP, which defines the optimal behavioral policy set of spacecraft and space target as  

(5-13) 

(5-14) 

Definition 5.4 The upper countermeasure value V+ and the lower countermeasure value V- of the orbital 

game problem are defined as  

(5-15) 

(5-16) 

For any n>0 there will be a corresponding strategy uE
n ∈ UE that makes the following equation true[175] 

(5-17) 

Thus, it can be concluded that the value of the upper countermeasure is greater than or equal to the value 

of the lower countermeasure 

(5-18) 

In the same way, for any n>0 there is a corresponding strategy uP
n ∈ UP such that the value of the lower 

countermeasure is greater than or equal to the value of the upper countermeasure 
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(5-19) 

From this, it can be seen that there are strategies uP
n ∈ UP and uE

n ∈ UE  

(5-20) 

When uP
n (𝑛 ∈ [1, N]) is a series of behavioral strategies of a spacecraft, let uE (uP

n) be the behavioral 

strategy of the space target corresponding to uP
n. For any n≥1, there is a behavioral strategy that is uE

∗  ∈ UE  

satisfied 

(5-21) 

According to the continuity of the objective function J of the orbital game, it can be seen that uE
∗  is the 

Nash equilibrium strategy corresponding to up
𝑛 

(5-22) 

In the same way, for the space target, uE
∗  (n ∈ [1,N]) the behavior strategy uP (uE

𝑛) is the corresponding 

behavior strategy of the spacecraft, and for any n≥l, there is a behavior strategy uP 
∗ ∈ UP  satisfy 

(5-23) 

According to the continuity of the objective function J of the orbital game, it can be seen that 𝑢P
∗  is the 

Nash equilibrium strategy corresponding to 𝑢E
n 

(5-24) 

Therefore, it is concluded that under the condition of hypothesis 5.1, when V+= V-, the Nash equilibrium 

solution of the orbital game problem exists.  

(2) Consistency test of orbital game strategy 

In the planning process of the optimal strategy of spacecraft orbit game, the Nash equilibrium strategy is 

not the only one determined, and there may be multiple equilibrium problems. Therefore, it is necessary to further 

analyze the consistency of the policy values on the basis of the existence of Nash equilibrium strategies and clarify 

the relationship between the corresponding countermeasure values of different Nash equilibriums. 

In order to better illustrate the characteristics of the orbital game, the following assumptions and theorems 

are given. 

  



China Aerospace Studies Institute 

164 

Hypothesis 5.2 f(x) is a bounded function satisfying Lipschitz's continuous1, i.e., there is L>0, there 

is 

(5-25) 

And there is a positive real number K ∈ R+ satisfies it 

(5-26) 

Theorem 5.1[127] If V+(t, x) is the value of the upper countermeasure at state x at time t, then for any 

h ∈ [0, tf  - t0] there is 

(5-27) 

where xt (t0, x0, uP, uE) is the x-axis direction component in Eq. (5-2) with (t0, x0) as the initial condition; ℓ (t, xt, 

uP, uE) is the process component of the objective function equation (5-9), and together with the terminal 

component ϕ(xt(t0)) forms the objective function J(uP, uE) 

(5-28) 

Let equation (5-28) be equal to 0, i.e. 

(5-29) 

If V+ is a first-order differentiable function, there is when h→0 

(5-30) 

where  (•) is the first-order partial derivative of the function for time t; D is the first-order partial derivative of 

the function to the state quantity x.  

 

 

  

 
1 Lipschitz definition of continuity: There is a function f(x) if there is a constant L, such that f(x) satisfies the following conditions for 

any two values (real or complex) on the defined domain: | f(x1) – f(x2) | ≤ L | x1 – x2 |. Then the function f(x) satisfies the Lipschitz 

continuity, and L is called the Lipschitz constant of f(x). 
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Eq. (5-30) is referred to as the Hamilton-Bellman-Isaacs equation in differential countermeasures.[159, 226] 

Define H+ as: 

(5-31) 

Then the Hamilton-Bellman-Isaacs equation can be expressed as 

   (5-32) 

According to hypothesis 5.1, V+(t, x) is a continuous function, so V+(t, x) – 𝜑 (t, x) has a local maximum 

at the point (t0, x0). 

(5-33) 

According to Theorem 5.1, there is h0 for any h ∈ (0, h0). 

(5-34) 

where, for any given behavior uP has 

(5-35) 

Thus, for arbitrary ε and h, there is a uE
∗  satisfaction 

(5-36) 

From the boundedness of the hypothetical 5.2 function, ℓ is a consistent continuous function, which can 

be obtained 
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(5-37) 

Since φ is a function on Eq. (5-27), there is 

(5-38) 

 

It can be known according to the Lipschitz continuity of f(tt, xt, uP, uE
∗ ) and the continuity of t𝜑(t, xt) and 

D𝜑(t, xt) 

 

(5-39) 

(5-40) 

 

Substituting Eq. (5-37), Eq. (5-39) and Eq. (5-40) into Eq. (5-36) obtains 

 

(5-41) 

Generalize to general behavioral strategies 

(5-42) 
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Divide both sides of Eq. (5-42) by h(h>0). 

  
      (5-43) 

When ε→0 and h→0, available 

(5-44) 

Because of the arbitrariness of uP, there is 

 
(5-45) 

According to the weak solvability of the Hamilton-Bellman-Isaacs equation,[264, 266] there is a local 

maximum for any test function 𝜑(t, x) ∈ ([0, T]×Rn) at point (t0, x0) for V+(t0, x0) – 𝜑(t, x), and satisfies Eq. (5 – 

45), then V+ is a valid solution of Eq. (5 – 32).  

Similarly, for the next countermeasure value V- (t, x) at time t state x, the Hamilton-Bellman-Isaacs 

equation can be expressed as 

   (5-46) 

thereinto 

(5-47) 

For any test function 𝜑(t, x) ∈ ([0, T] ×Rn) at point (t1, x1) with a V(t, x) – 𝜑(t, x) local minima and satisfies 

Eq. (5 – 48), then V- is a valid solution of Eq. (5 – 47).  

(5-48) 
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Under the conditions of hypothesis 5.1 and hypothesis 5.2 in this book, it can be seen that Eq. (5-49) holds 

according to the theoretical derivation and proof of Ref. 167 

(5-49) 

According to Eq. (5-18) and Eq. (5-19), we can see that V+≥V- and V+≤V- always hold. Therefore, for any 

valid countermeasure value, V = V+ = V-.  

Therefore, it is concluded that under the conditions of hypothesis 5.1 and hypothesis 5.2, if there are 

multiple Nash equilibrium strategies for the orbital game problem, then different Nash equilibrium strategies will 

correspond to the same countermeasure value. 

5.2.2: Markov Decision for Game Strategy Solving 

In order to facilitate the deep reinforcement learning algorithm to solve the game strategy, the game 

strategy solving can be regarded as a bilaterally controlled Markov decision-making process.1  The general 

definition of the Markov decision-making process is: 

Definition 5.5[194] The Markov decision-making process can be made by: 〈S, U, R, P〉 where S is 

the state space and U is the behavior space, R: S×U → R is a reward function for participants, P: S×U → Δ is the 

transition probability function, and Δ(S) is the set of probability distributions over the state space S. 

In the Markov decision-making process, the goal of the spacecraft (participant) is to find a strategy π 

maximize the sum of the desired rewards. 

(5-50) 

where β ∈ [0, 1) is the discount factor; s0 is the initial state; Rt is the reward at time t.  

Break down Eq. (5-50) into: 

 

 

 

  

 
1 Markov decision process, named after the Russian mathematician Andrey Markov, is a mathematical model of sequential decision 

based on Markov chain, which mainly simulates stochastic strategies and returns with time in a dynamic environment with Markov 

properties. 
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(5-51) 

where uπ is the behavior that is selected according to the policy π. 

There is an optimal strategy π* for arbitrary states s ∈ S that makes the following Bellman equation true[194] 

(5-52) 

where v(s, π*) is the optimal strategy for state s ∈ S.  

If the spacecraft knows the reward function and the state transition function, it can obtain the strategy π* 

through some iterative search methods. When the spacecraft does not know the reward function or the probability 

of state transition, the dynamic random game problem arises. This requires the spacecraft to interact with the 

environment in real time to get the best strategy. The spacecraft can solve its optimal strategy by learning the 

reward function and the state transition function and then using Eq. (5-52). This approach is known as "model-

based reinforcement learning.” However, spacecraft can also learn their optimal strategy directly without knowing 

the reward function or state transition function and call this approach "model-free reinforcement learning.” [182] 

According to Eq. (5-52), basic model-free reinforcement learning can be defined as: 

 (5-53) 

According to the definition of Eq. (5-53), Q* (s, u) will take action in state s and follow the optimal strategy 

to get the corresponding reward. It can be obtained according to Eq. (5-52). 

   (5-54) 

It can be seen that if Q* (s, u) is known, the optimal strategy π* can be found; at the same time, according 

to this strategy, the optimal behavior can always be obtained by maximizing Q* (s, u) in the state s.  

In model-free reinforcement learning, the spacecraft arbitrarily initializes Q(s, u) in state s ∈ S and 

behavior u ∈ U. At each moment, the spacecraft will select a behavior and observe its reward, and then the q value 

will be updated according to the formula 

(5-55) 
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where αt ∈ [0, 1) is the learning rate, which usually needs to decay over time in order for the method to converge.  

5.2.3: Fuzzy Inference Models for Continuous Space Solving 

However, the traditional deep reinforcement learning method may lead to the Curse of Dimensionality 

due to its intractability, large continuous state space and behavioral space.1[180] In order to avoid this problem, 

according to the conclusion that "fuzzy inference is a universal approximator that can approximate arbitrary 

nonlinear functions with any accuracy,”[221] a fuzzy inference model of spatial behavior is constructed in this 

section to realize the mapping transformation of continuous state through fuzzy inference to continuous behavior 

output, which is conducive to giving full play to the advantages of discrete behavior methods of deep 

reinforcement learning.  

Takagi-Sugeno-Kang (TSK),2[160] as the most commonly used fuzzy inference model, after characterizing 

the continuous state space or behavior space through the membership function (MF),[162] The IF-THEN fuzzy 

rule3 can be used to obtain the mapping relationship between the fuzzy set and the output linear function[232] 

Rl: IF x1 is A1
𝑙  AND x2 is A2

𝑙   AND⋯AND xi is A1
𝑙  THEN ul = cl  (5-56) 

where Rl is the lth rule in the fuzzy inference model (l = l, ⋯, L); xi is the input variable passed to the fuzzy model 

(i = 1, ⋯, n); A𝑖
𝑙  is the fuzzy set corresponding to the input variable xi; ul  rule Rl output function; cl  is a constant 

that describes the center of a fuzzy set.[104] 

Figure 5-3 illustrates the fuzzy inference model of spatial behavior when the input quantity is n = 2 and 

the membership function y = 3. The model has a five-layer network structure, in which small circles represent 

variable nodes and small boxes represent operation nodes. 

 

 

 

 

 

  

 
1 The Curse of Dimensionality usually refers to a phenomenon in vector operations where the computational workload increases 

exponentially with the increase in dimensions. 
2 Takagi-Sugeno-Kang is a well-known fuzzy inference model, which is usually inferred with the help of the "IF-THEN" rule, and is 

widely used in the fields of system recognition, data mining, pattern recognition, and image processing because of its good 

approximation performance. 
3 The IF-THEN fuzzy rule is in the form if x is A then y is B, "x is A” is called the premise, and "y is B" is called the conclusion, where 

A and B are the linguistic values defined by the fuzzy set on the domains x and y. 
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In general, if there are "continuous spatial variables xi(i = 1, ⋯, n) as input, after using y membership functions 

for each variable xi, the exact input u can be obtained through the fuzziness and disambiguation process, and the 

functions of each layer are as follows: 

 

 
Figure 5-3: Fuzzy Interference Model of Spatial Behavior 

(1) Network Layer 1 

After the input variables are processed by fuzzy functions, there are (n • y) adaptive output nodes. 

According to Eq. (5-56), the output of each node is the membership degree  of its input variable xi.  

(2) Network Layer 2 

Direct product inference is adopted for fuzzy sets,[162] that is, cross-multiplication of each membership is 

performed on L(L = yn) operation nodes 

Network Layer 1 Network Layer 3 Network Layer 2 Network Layer 4 Network Layer 5 
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 (5-57) 

(3) Layer 3 of the network 

In order to achieve the weighted average disambiguation, the membership degree was normalized 

(5-58) 

(4) Layer 4 of the network 

The fuzzy set center constant cl is introduced, and the point multiplication operation is performed on each 

node 

= • cl    (5-59) 

(5) Layer 5 of the network 

By accumulating nodes, the amount of ambiguity can be converted to an exact amount.[238] 

(5-60) 

where  is the membership degree of the fuzzy set 𝐴𝑖
𝑙 , and its function is usually described graphically. Among 

them, Gaussian membership function is widely used in fuzzy inference models due to its simple formula and high 

computational efficiency.  

The Gaussian membership function can be expressed as 

(5-61) 

Where 𝑚𝑖
𝑙  is the mean of the Gaussian membership function; 𝜎𝑖

𝑙  is the variance of the Gaussian membership 

function.  

5.2.4: Branched Deep Reinforcement Learning of Orbital Games 

Although Deep Reinforcement Learning is an effective combination of neural network and reinforcement 

learning, when directly applied to the spatial behavior fuzzy inference model, it will face the problem of the 

combination of the number of behaviors and the mapping rules, which greatly weakens the behavior control 

decision-making ability after discretization processing. 
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In addition, the naïve distribution of value functions and the representation of strategies across multiple 

independent function approximators likewise encounter many difficulties, leading to convergence problems.[170] 

To solve this problem, a new branched deep reinforcement learning architecture is proposed. The 

representation of the state behavior value function is distributed on multiple network branches, and the 

independent training and fast processing of discrete behaviors are realized through multiple groups of parallel 

neural networks. While sharing a behavior decision-making module, the state behavior value function is 

decomposed into a state function and a dominance function to achieve an implicit centralized coordination. The 

game interaction process between spacecraft and space target is given, and the stability of the method and the 

convergence of good strategies can be realized after appropriate training. 

(1) Multiple groups of parallel network branches 

According to the L rule in the spatial behavior fuzzy inference model, the representation of the state 

behavior value function is distributed on multiple network branches, and the L-group parallel neural network is 

constructed. A multi-group parallel neural network is a multi-group parallel neural network added to a single 

neural network. Similar to a single-group neural network,[251] a parallel neural network is autonomously trained 

and makes independent decisions in constant interaction with the environment. Combined with the game and 

feedback mechanism of reinforcement learning, multiple groups of parallel neural networks will have stronger 

autonomy, flexibility and coordination, which will greatly improve the independent learning ability of discrete 

behaviors and enhance the overall exploration ability of the environment.  

Figure 5-4 shows the multiple groups of parallel neural networks in the branched deep reinforcement 

learning architecture. When the state information is input into the L group parallel neural network, the forward 

transmission is carried out independently through the excitation function and the gradient descent reverse training 

is carried out, and the discrete behavior function (referred to as q function) can be obtained by output. 

(2) Shared behavioral decision-making module 

For a fuzzy inference model with n input quantities and y membership functions, directly using traditional 

reinforcement learning methods requires considering yn possible q functions at the same time. This makes 

reinforcement learning methods tricky and even difficult to explore effectively in multi-discrete behavior 

applications.[213] 

In the shared behavior decision-making module constructed, this book improves the traditional 

reinforcement learning method. Figure 5-5 shows a schematic diagram of shared behavior decision-making based 

on improved reinforcement learning. 
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Figure 5-4: Schematic Diagram of Branched Deep Reinforcement Learning Architecture 

The main idea is to decompose the q function of multiple sets of parallel neural network calculations into state 

functions and dominance functions to evaluate the state values and the behavioral advantages of each independent 

branch respectively, and finally through a special aggregation layer, the state function and the decomposed 

dominance function are combined to obtain a continuous spatial behavior strategy. 

 
Figure 5-5: Schematic Diagram of Shared Behavior Decision-Making Based on Improved Reinforcement Learning 
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Here's how: 

At the state input end, the fuzzy rules need to be adjusted slightly, and when the spatial behavior fuzzy 

inference model is mapped to L(L = yn) IF-THEN fuzzy rules, the cl in the formula (5-56) is replaced by al
 

Rl: IF x1 is A1
𝑙  AND x2 is A2

𝑙   AND⋯AND xi is A1
𝑙  THEN ul = al (5-62) 

where al is the behavior corresponding to rule l in the discrete set of behaviors a = {a1, a2,…, aL}.  

In the behavior selection stage, in order to effectively solve the problem of exploration and utilization in 

reinforcement learning, that is, to continue to use the current optimal strategy to maintain high returns, and dare 

to try some new behaviors to seek greater rewards, the ε-greedy strategy is adopted for behavioral al. The strategy 

defines a random selection from a discrete set of behaviors with a probability of ε and a selection of the best 

behavior with a probability of 1–ε.  

 (5-63) 

where S is the position state of the current spacecraft; q(S, al) is a function of the corresponding rules/spacecraft 

behavior al ∈ a.  

The q function is defined as the expected value Gt after the execution of behavior a from state S under the 

ε-greedy strategy, and the expectation of the q function under the ε-greedy strategy is called the state function[194] 

(5-64) 

(5-65) 

A state function measures the state of a behavior in a particular state, while a q function measures the 

value of choosing a particular behavior in that state. Based on this, the difference between the q function and the 

state function is defined as the dominance function 

ot(S, al) = qt(S, al) – vt(S)   (5-66)  

Theoretically, the dominance function is the remainder after subtracting the state value from the q function 

to obtain a relative measure of the importance of each action, and satisfies Ea~ε-greedy [ot(S,al)] = 0. However, since 

the q function is only a value estimate of state-behavior, it is not possible to specify the state value and the 

dominance value.  

  

Random selection is performed in a 
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Therefore, the expectation value of the dominance function is 0, that is, when the optimal behavior a*is 

obtained, qt(S, a*) = vt(S), vt(S) will realize the estimation of the state function, and at the same time, ot(S, al) will 

also realize the estimation of the dominance function. The q function can then be decomposed into a state function 

vt(S) and a dominance function ot(S, al). 

(5-67) 

At the behavior output end, the state functions that are irrelevant to the behavior selection can be separated, 

and only the optimal operation of each dominant function is required and then combined with the formula (5-59) 

through the fully connected layer output. This processing not only alleviates the computation of the q function, 

but also effectively avoids the problem of the combination of the number of behaviors and the mapping rules. 

(5-68) 

where u*(x̄t) is the global behavior with the optimal q value in the L rule.  

In the self-learning stage, the time difference (TD) error function is defined to realize feedback self-

learning under the traction of reward and punishment values 

(5-69) 

Where 𝛾 ∈ [0, 1] is the discount factor; Rt+1 is the reward and punishment value that can be obtained at t+1 time, 

and defines Rt+1 = 2e-u2
 – 1.  

In the q function update phase, it is updated through independent iterative training 

 (5-70) 

 where η is the reinforcement learning rate. 

5.2.5: Game Interaction Between Spacecraft and Space Targets 

For the orbit game problem between spacecraft and space target described by differential strategy, the 

continuous behavior of space is represented by a fuzzy inference model, and then the orbit game method based 

on branched deep reinforcement learning is used to obtain the continuous behavior output. Taking the perspective 

of spacecraft as an example, the dynamic game interaction process between the two sides is illustrated, as shown 

in Figure 5-6. 
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Figure 5-6: The Game Interaction Process Between a Spacecraft and a Space Target 
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Process 1 According to the current state of the spacecraft, the input quantity n of the fuzzy inference 

model is defined, and the membership function y is set. According to the number of fuzzy rules, L(L = yn) is 

defined neural networks, and the q function of each network is randomly initialized. 

Process 2 Take the current state of the spacecraft as input x̄ = (x1, x2, …, xn), pass through IF-THEN 

fuzzy mapping is an L rule. 

Process 3 Respectively in the same as the first l ={1, 2,…, L} rules correspond to the neural network, 

and the q function is calculated q(S, al),According to Eq. (5-63), the discrete behavior al (l = 1, 2, …, L) is selected. 

Process 4 The cl term in Eq. (5-56) is replaced by al Eq. (5-62) respectively, and the behavior u(x̄t) 

that the spacecraft will take in the current state is obtained by the fuzzy inference model from Eq. (5-57) to Eq. 

(5-60) and the extraction of the dominance function. The spacecraft takes the behavior u(x̄t) to move to the new 

position state S+1. 

Process 5 Calculate the Euclidean distance between the spacecraft and the space target to determine 

whether the interception conditions are met. If satisfied, let the variable Done = 1 and go to process 10; if not, go 

to process 6. 

Process 6 Let the variable Done = 0, and the spatial target will take the most beneficial behavior 

according to the strategy and move to the new position state P+1. 

Process 7 According to the behavior, as well as the change of position state, the reward and 

punishment value R is calculated. In each branch network, the current state S, the discrete behavior al, the reward 

and punishment value R, and the next state S+1 are combined [S, al, R, S+ l] matrix form and stored in memory.[194, 

44] 

Process 8 Autonomous reinforcement learning is carried out in the shared behavior decision module, 

according to Eq. (5-66) to Eq. (5-70), the error function is used as the traction pt to adopt a certain learning rate η 

and update the q function. 

Process 9 Determine whether the number of steps has reached the maximum number of action steps 

M. If reached, go to process 10; otherwise, the number of steps adds 1 and goes to process 2. 

Process 10 End the interactive process of this round of orbital game. 
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5.3: A CASE STUDY OF REAL-TIME PLANNING OF SPACECRAFT ORBIT GAME STRATEGY 

In order to verify the applicability of the spacecraft differential countermeasure model constructed in this 

chapter, as well as the effectiveness and superiority of the strategic planning method based on branching deep 

reinforcement learning, a case simulation and analysis were carried out. 

5.3.1: Problem Description 

The scenario of the case is constructed with reference to relevant literature,[136, 177] and the spacecraft and 

the space target (non-cooperative target) are both in the vicinity of low earth orbit, the countermeasure time is 

short, and the instantaneous state information is fully known. The mass of the spacecraft is 2,500 kg, the maximum 

acceleration is 0.05 g, g = 9.8 × 10-3 km/s2. The space target mass is 2,500 kg, the maximum acceleration is 0.01g. 

In the orbital game, the spacecraft’s chasing behavior uP = [θP, δP] and the space target behavior uE = [θE, δE] are 

both compact sets in the measurement space, and their respective objective functions J(uP, uE) are continuous on 

uP × uE. Both sides adopt the most beneficial behavior strategy based on the Nash equilibrium, that is, only when 

both parties adopt their own strategies in this strategy portfolio, neither side can obtain greater benefits by taking 

other strategies independently. Considering that the fuel consumption is small relative to the mass of the 

spacecraft and the space target, it is assumed that the mass of the spacecraft and the space target remains 

unchanged during the whole maneuvering process. Let the gravitational constant of the earth be μ= 3.986 × 105 

km3/s2 and the maximum number of action steps in the game process M = 3,600, and the relative initial state 

parameters of their orbital game are shown in Table 5-1.  

Table 5-1: Initial values of spacecraft and space targets in relative coordinates 

Initial 

value 

x/km y/km z/km ẋ/(km/s) ẏ/(km/s) ż/(km/s) 

Spacecraft 0 0 0 —0.049 6 0.045 8 0 

Target -50 30 0 —0.021 8 0.021 8 0 

The difference in space angle φ between spacecraft P and space target E consists of the pitch angle 

difference ᐃ and the thrust angle difference ᐃδ in the orbital plane, i.e., 𝜑 = [ᐃδ, ᐃ𝜃] 
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(5-71) 

The rate of change of the angular difference �̇� is as follows 

      (5-72) 

where φ' is the angular difference of the previous state; T is the sampling time.  

When a spacecraft approaches a space target, the space target behaves non-cooperatively. In order to better 

reflect the whole game interaction process, the angle difference is φ and its rate of change �̇� as the state quantities 

S = (𝜑,�̇�) and P(𝜑,�̇�) of spacecraft P and space target E. In order to avoid the dimensionality disaster, the input 

n = 2 and the membership function y = 3 are set to construct the fuzzy inference model. The ambiguity set in the 

angular difference and its rate of change φ is represented by {negative (N), zero (Z), positive (P)}.  

5.3.2: Model Operation Analysis 

In order to better illustrate the advantages of the method in self-training and self-optimization, the orbital 

game process after 0, 500, and 1,000 times of self-learning is illustrated as an example. 

(1) Spacecraft orbit game after 0 learning 

Figure 5-7 shows the orbit game between the spacecraft and the space target after 0 times of self-learning, 

that is, the trajectory change of the method is directly applied to the orbit game problem without learning. Among 

them, although the spacecraft is driven by the objective function, because its q function is randomly generated 

and there is no prior knowledge, the behavior is uncertain and floats back and forth, and the space target is not 

affected and continues to travel in the original orbital direction. Eventually, the spacecraft is getting farther and 

farther away from the space target and cannot complete the mission. 

(2) Spacecraft orbit game after 500 learning sessions 

Figure 5-8 shows the orbital game between the spacecraft and the space target after 500 times of self-

learning. After 500 times of self-learning, the spacecraft can approach the direction of the space target, and the 

space target adopts non-cooperative behavior to change the established orbit on the way, and the two sides 

continue to play games, and the spacecraft catches up with the space target after 358 s. 
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Figure 5-7: Orbital Game Trajectory After Learning 0 Times 

 
Figure 5-8: Orbital Game Trajectory after 500 Studies 

(3) Figure 5-9 of the spacecraft orbit game after 1,000 learning times shows the variation of the q function 

error with the number of training times in self-learning, and with the increasing number of training times, the q 

function error becomes lower and lower, and converges to the optimal behavior strategy quickly, so as to achieve 

the Nash equilibrium of the orbital game. 
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However, due to the adoption of greedy strategy, there is still a slight fluctuation in the later error. 

 
Figure 5-9: q-Function Error as a Function of the Number of Trainings 

After 1,000 self-learning sessions, the spacecraft can better deal with the non-cooperative behavior of the 

space target, and the mutual behavior tends to stabilize quickly after a period of time of game with the space 

target, as shown in Figure 5-10.  

 
Figure 5-10: Probability Distribution of Game Behavior 
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Therefore, driven by the equilibrium strategy, the spacecraft can select the best trajectory and catch up 

with the space target in the shortest time of 336 s, as shown in Figure 5-11, and the orbital game trajectory is 

shown in Figure 5-12. It can be seen from the diagram that the trajectories of the two sides in the z direction do 

not change significantly, which is consistent with the conclusion that "the best pursuit strategy of spacecraft and 

space target in the game process should occur in coplanar orbit" obtained in relevant literature.[177, 13]  

 
Figure 5-11: The Amount of Behavior Control after 1,000 Sessions 

To sum up, in the face of non-cooperative targets, under the condition of only knowing its own state and 

the current limited state of the target, and not knowing the future behavior of the target, if an effective strategy is 

not obtained in time, the spacecraft will not be able to correctly predict the direction of the target's behavior at the 

next moment, and can only passively chase behind, and will never be able to reach the target, thus missing the 

best rendezvous time. Using the game strategy solving algorithm based on branch deep reinforcement learning, 

the behaviors that the spacecraft can take at each moment are expressed on multiple network branches, and the 

different strategies are independently trained and processed by multiple groups of parallel neural networks, and 

then different strategies are centrally coordinated through the shared decision-making module. In the case of 

unknown direction of the next behavior of the space target, the spacecraft can obtain the optimal strategy under 

Nash equilibrium, so that it can rendezvous with the target within 336 s. 
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Figure 5-12: Orbital Game Trajectory After 1,000 Sessions 

5.3.3: Algorithm Comparison 

The real-time planning problem of spacecraft orbit game strategy involves high-dimensional nonlinear 

differential models, which can be seen from the differential countermeasure theory, and it is difficult to directly 

solve such high-dimensional nonlinear differential countermeasure models due to the constraints of the 

differential model order and nonlinear terms, so it is necessary to find a strategy solution algorithm for the purpose 

of interaction, which is helpful to provide an effective theoretical and decision-making basis for spacecraft orbit 

game. 

(1) Comparison of algorithm applicability 

In the orbital game between spacecraft, both sides will choose the behavior strategy that is most beneficial 

to them. For the general chase optimal control problem, the proportional guidance method can usually be used. 

The proportional guidance method aims at chasing and can give the optimal control strategy of the chasing party, 

which has the advantages of simple form and easy implementation. However, in the face of such a continuous 

space dynamic interaction problem with changeable maneuver laws, non-communication at the information level, 

and incomplete prior knowledge, it is necessary to consider the strategic choices of both parties in the orbital 

game at the same time, and the proportional guidance method is difficult to apply because it cannot cope with the 

behaviors of both parties at the same time.[127] The target method, the matching point method and the intelligent 

optimization algorithm are more suitable for the numerical solution of the dynamic interaction problem in 

continuous space and have better application effect in the solution of spacecraft orbit game strategy.  
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Table 5-2 compares and analyzes the applicability of these three types of solving algorithms. 

Table 5-2: Comparison of the applicability of different strategy solving algorithms 

The name of 

the algorithm 

Characteristics Advantage Applicability analysis 

Targeting 1) The boundary value solving 

algorithm with the improved 

Newton iterative method as the 

core 

2) Taking the necessity of the 

existence of the saddle point as 

the starting point, the boundary 

value condition is satisfied 

through the continuous 

correction of the initial 

condition 

1) The calculation speed is 

fast and the calculation 

results are accurate 

2) The saddle point of the 

differential 

countermeasure can be 

directly obtained while 

obtaining the high-

precision numerical 

solution 

It has high requirements for the 

initial value and a small 

convergence domain for the high-

dimensional boundary value 

problem, which makes it difficult 

to deal with the boundary value 

problem of nonlinear or control 

quantity coupling 

Matching 

method 

1) Transform the differential 

countermeasure problem into an 

optimal control problem 

2) By constantly correcting the 

initial values, the differential 

equation satisfies the boundary 

value condition 

1) Good convergence 

2) It is conducive to 

mathematical analysis and 

convenient for 

mathematical calculation 

The solution time and 

computational accuracy depend 

on the initial value, and the core 

idea has theoretical defects, and it 

is difficult to explain that the 

convergence strategy is the saddle 

point solution of differential 

countermeasures 

Game strategy 

solving 

algorithm 

based on 

branched deep 

reinforcement 

learning 

1) Multiple groups of parallel 

neural networks, which are 

conducive to independent 

training and fast processing 

2) Shared decision-making 

module, which helps to 

centralize the coordination of 

different strategies 

1) Self-training and 

independent decision-

making 

2) Able to interact with the 

environment continuously, 

suitable for dynamic 

decision-making problems 

It is not limited by the initial 

value, and is suitable for the 

boundary value problem of 

control quantity coupling, and can 

converge quickly on the premise 

of ensuring the existence and 

uniqueness of the equilibrium 

strategy 

The target method is a numerical solution method that takes the necessity of the saddle point of the 

differential countermeasure problem as the starting point and continuously corrects the initial value to make the 

differential equation meet the boundary value condition. The target method can not only obtain a high-precision 

numerical solution, but also directly obtain the optimal trajectory and the corresponding saddle point. However, 

the target method is based on the Newton iterative method, which depends on the selection of initial values, and 

the convergence domain of the equilibrium strategy is small, and it may be difficult to obtain the convergent chase 

strategy.[127] 

The coordination method is a method that transforms the differential countermeasure problem into an 

optimal control problem and solves it numerically by optimizing methods such as quadratic programming or 

gradient recovery. Although the coordination method is better than the target method in terms of convergence, its 

solution time and calculation accuracy are heavily dependent on the initial value, and it also faces the problems 

of dimensional explosion and small convergence domain for the spacecraft orbit game problem. In addition, the 

core idea of the coordination method to transform the differential countermeasure problem into the optimal control 

problem only gives a feasibility analysis from a numerical point perspective, which has theoretical defects, and it 
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is difficult to explain that the convergence strategy is the saddle point solution of the differential countermeasures 

of both sides of the orbital game.[127, 177] 

The game strategy solving algorithm based on branching deep reinforcement learning is an intelligent 

algorithm with multiple sets of parallel neural networks and shared decision-making modules. The algorithm 

avoids the initial value guessing problem of the indirect method, distributes the representation of orbital game 

behavior on multiple network branches, realizes the independent training and rapid processing of the optimal 

strategy through multiple groups of parallel neural networks, and then realizes the centralized coordination of 

different strategies through the shared decision-making module, and quickly converges under the premise of 

ensuring the existence and uniqueness of the equilibrium strategy, so as to effectively deal with the continuous 

dynamic interaction problem of such bilateral control. 

(2) Comparison of algorithm computation 

Both the target method and the matching method are indirect methods, which are usually combined with 

heuristic intelligence algorithms such as genetic algorithms in order to avoid the huge and complex amount of 

computation in the actual application process. However, the game strategy solving algorithm based on branched 

deep reinforcement learning belongs to the category of intelligent algorithms, and its model structure and 

operation process are quite different from those of the target method and the matching method, and the direct 

comparison of the computation amount of the three cannot explain the advantages and disadvantages of each 

method. In order to effectively analyze the advantages and disadvantages of the game strategy solving algorithm 

based on branching deep reinforcement learning in terms of computational efficiency, the simulation was 

compared with the Q-learning algorithm,[232] the reinforcement learning algorithm based on qualification 

traces,[104] and the reward-based genetic algorithm.[41]  

The simulation of the case is carried out on 1.6 GHz, 1.8 GHz dual-core CPU, 8 GB RAM computing 

hardware, using the PyCharm simulation compilation environment. In the branched deep reinforcement learning 

architecture, the number of neural network layers is 3, the number of neurons in the hidden layer is 10, the 

activation function is sigmoid, and the parameter settings are shown in Table 5-3.  

Table 5-3: Parameter settings 

Parameter Assignment 

Memory bank E 6,000 

Training step M 3,600 

The exploration rate is ε 0.3 
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Continued 

Parameter Assignment 

The discount factor γ 0.99 

The learning rate η 0.3 

Sample time T 1 s 

The game strategy solving algorithm based on branching deep reinforcement learning was used to simulate, 

and the simulation results were compared with the Q-learning algorithm, the reinforcement learning algorithm 

based on qualification traces and the genetic algorithm based on reward. Each algorithm undergoes 100 times of 

self-learning, and the capture time and training time are shown in Table 5-4. Among them, the Q-learning 

algorithm takes a long time to learn due to the need to store multiple feature vectors in the chain and iteratively 

update multiple Q tables at the same time. The reinforcement learning algorithm based on qualification traces 

unifies the temporal difference and Monte Carlo, and only needs to orbit one trace vector, and no longer needs to 

store multiple feature vectors, which greatly reduces the self-learning time, but its short-term memory 

characteristics prolong the actual pursuit time. Although the reward-based genetic algorithm has high practical 

application performance, it comes at the cost of longer autonomous training time. While giving full play to the 

advantages of reinforcement learning algorithms, this method uses multiple sets of neural networks for parallel 

training, which greatly reduces the time spent on self-learning and ensures that the orbiting task can be completed 

in a short time. 

Table 5-4: Time and learning time for different methods to complete the tracking task 

The name of the algorithm Initial relative position of the space target/km Study 

duration/s (-6, 7) (-7,-7) (2, 4) (5, 5) 

Book algorithms 9.8 10.1 4.3 8.1 21.6 

Q-learning algorithms 10.9 12.9 4.7 8.8 258.6 

Reinforcement learning 

algorithm based on 

qualification traces 

12.6 15.6 8.5 11.3 32.0 

Reward-based genetic 

algorithms 

9.7 10.5 4.5 8.4 460.8 

Through simulation comparison, the method in this book has a comparative advantage in the application 

of continuous space behavior decision-making. The ε-greedy strategy was also adopted, and the book method and 

the traditional deep reinforcement learning method were used to learn 1,000 times independently. 
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The TensorBoard1 module of TensorFlow was used to detect the learning process, and the reward and punishment 

values were sampled every 3 times. Figure 5-13 shows the learning curve generated by TensorBoard, that is, the 

cumulative change of reward and punishment values with the number of learning sessions. From the curve 

distribution, it can be seen that compared with the traditional deep reinforcement learning method, the reward and 

punishment value of the method in this book increases more obviously and more steadily.  

 
Figure 5-13: The Learning Curve for the Two Methods 

 

5.4: CHAPTER SUMMARY 

In order to further solve the real-time planning problem of spacecraft orbit game strategy and alleviate the 

application limitation of deep reinforcement learning in continuous space, this chapter introduces a game strategy 

solving algorithm based on branched deep reinforcement learning. Firstly, in the face of the "continuous dynamic 

interaction" characteristic of orbit game between spacecraft, a sequential decision game model is constructed, and 

the real-time planning problem of spacecraft orbit game strategy is described. Secondly, the motion model 

between low-earth orbit spacecraft is constructed, and the Nash equilibrium strategy of orbital game is given, 

which translates the orbital game problem between orbital spacecraft into a differential countermeasure problem. 

Thirdly, a fuzzy inference model for continuous space solution is constructed to realize the mapping 

transformation of continuous state through fuzzy inference to continuous behavior output, which effectively 

avoids the problem of dimensionality disaster in continuous space in which traditional deep reinforcement 

learning copes with continuous space. 

 

 

  

 
1 TensorBoard is a powerful visualization tool that comes with TensorFlow and a web application suite. 
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Finally, a new branch deep reinforcement learning architecture is introduced, which realizes the branch training 

and sharing decision-making of behavior strategies and avoids the problem of the combination growth of the 

number of behaviors and mapping rules. The case analysis shows that the method realizes the combination of 

optimal control and game theory, improves the learning ability of deep reinforcement learning for discrete 

behaviors, and further solves the problem that the differential countermeasure model is highly nonlinear and 

difficult to solve by classical optimal control theory, and can obtain the Nash equilibrium strategy of spacecraft 

orbit game in real time. The comparison of the algorithms shows that compared with other commonly used 

algorithms, the algorithm in this book reduces the training time by 90% on average, and the growth rate of reward 

and punishment value is 17% faster and more stable, which further improves the shortcomings of conventional 

methods that are difficult to deal with the bilateral control problem and the convergence domain of the equilibrium 

strategy is small. 
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CHAPTER 6: DESIGN AND APPLICATION OF ON-ORBIT SERVICING MISSION PLANNING SYSTEM 

This book is oriented to the practical application of intelligent planning of on-orbit servicing tasks, 

analyzes the foundation, requirements and key points of system construction, and clarifies the application 

requirements of on-orbit services. Carry out the design of the task planning system to realize the systematization, 

modularization, easy operation and easy expansion characteristics of the system; the case application of the task 

planning system was carried out to effectively test the feasibility and effectiveness of the intelligent planning 

method in this book. 

 

6.1: ON-ORBIT SERVICING MISSION PLANNING SYSTEM REQUIREMENTS 

The on-orbit servicing mission planning system can be applied to both ground simulation training and on-

orbit servicing applications. The on-orbit servicing mission planning system can not only test the mission planning 

method, but more importantly, it is of great practical significance for popularizing technological achievements, 

improving the on-orbit servicing mission planning system, and demonstrating and guiding the development and 

construction of the independent planning system for spacecraft on-orbit servicing missions. 

6.1.1: The Foundation of the Mission Planning System 

The on-orbit servicing mission planning system serves the aerospace field and serves the diversified 

missions and tasks in space. Only by understanding the characteristics of mission planning and the background 

of system construction can it be possible to develop practical software that meets the characteristics of future on-

orbit services and meets the needs of aerospace applications. Only on the basis of fully grasping the essential 

characteristics and development needs and aiming at the key issues of on-orbit servicing mission planning, can 

we find the magic weapon to overcome the difficult problems. 

(1) Planning features 

Due to the special environment, implementation method and implementation mode, the on-orbit servicing 

task planning has unique characteristics and rules: first, it is to win by pre-winning, that is, to win by strategy, 

focusing on pre-design and pre-planning; the second is to fight slow with fast, that is, to win at speed, and strive 

to implement and plan automatically; the third is to control the dark with light, that is, to win with information, 

consider multiple constraints, and optimize with multiple constraints; 
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the fourth is to refine and coarse, that is, to win with precision, and seek precise implementation. 

(2) Construction background 

Based on the characteristics of mission planning, combined with the development of on-orbit services, the 

construction background of the on-orbit servicing mission planning system is: first, the needs of spacecraft on-

orbit target allocation, such as target allocation and force allocation; the second is the need for orbital maneuver 

path planning, such as orbit design, trajectory optimization and orbit avoidance; the third is to serve the needs of 

action planning, such as orbital games, control implementation and strategic planning. 

(3) Essential characteristics 

The on-orbit servicing mission planning is the result of the "dual drive" of aerospace application and 

intelligent technology development, and its essential characteristics can be summarized as "four characteristics 

and four modernizations.” "Four characteristics": first, forward-looking, that is, planning in advance, reflecting 

the precautions; the second is integration, that is, multi-objective planning, which reflects thoughtfulness: the 

third is autonomy, that is, intelligent planning, which embodies all-intelligence and all-round; fourth, precision, 

that is, precise planning, embodied without losing the slightest. "Four modernizations": first, standardization, 

mainly manifested in data information and model formulas; the second is process, which is mainly manifested in 

the proceduralization of command, task and execution; the third is automation, which is mainly manifested in the 

automatic implementation of task planning; fourth, intelligence, which is mainly reflected in the autonomous 

decision-making of interactive games. 

(4) Development needs 

In view of the characteristics of aerospace technology and the continuous expansion of on-orbit servicing 

styles, the development needs of on-orbit servicing mission planning are mainly reflected as follows: first, the 

target allocation is expanded from a "one-to-many" or "many-to-one" single mode to a composite service model; 

second, the task planning has expanded from pre-planning to temporary planning and real-time planning; third, 

the evaluation and optimization has expanded from single-objective elements to multi-objective all-elements; 

fourth, the strategy generation has expanded from manual assistance to intelligent planning. 

6.1.2: The Need for the Construction of the Task Planning System 

The on-orbit servicing task is an inexhaustible driving force to promote the construction of the mission 

planning system. It is difficult to maximize the effectiveness of the mission planning system if it is isolated and 

rigid or built behind closed doors without the actual needs of on-orbit servicing tasks. Only by bundling the 

mission planning technology with the actual needs, keeping up with the development, technology, and application 

needs, aiming at the timeliness and autonomy of the future on-orbit servicing, closely integrating system thinking, 

technical thinking, and innovative thinking, and developing the system according to the essential needs of the on-

orbit servicing mission, can the planning technology be adapted to the on-orbit servicing mission. 
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(1) The strategic needs of overall planning 

On-orbit servicing is a national-level behavior with a strong global dimension. The on-orbit servicing 

mission planning needs to look at the international space form and national development needs, grasp the mission 

background, service objectives and index requirements, and have high requirements for mission planning. 

(2) The precise needs of local planning 

The on-orbit servicing mission requires an accurate grasp of the space situation, a fine analysis of the 

space environment, a precise planning of valuable space resources, and an accurate implementation of orbit 

transfer. 

(3) Timeliness requirements for on-orbit dynamic programming 

The timeliness of on-orbit servicing tasks is strong, the transfer speed is fast, the maneuverability is strong, 

and the timeliness from information acquisition to service implementation is limited, and the service time window 

is high, which has obvious requirements for the timeliness of on-orbit dynamic planning. 

(4) Autonomous needs for online real-time planning 

On-orbit servicing mission planning is a complex process from ground to on-orbit, from scheduled to 

determined, from offline to online, and from pre-engagement to real-time. The whole task planning process 

includes accepting the task formulation plan, improving and refining the task allocation, adjusting and revising 

the strategic plan, and the demand for automatic improvement, iterative refinement, and independent generation 

of the task plan is becoming increasingly obvious. 

6.1.3: The Key to the Construction of the Task Planning System 

The construction of the on-orbit servicing mission planning system, as the application of mission planning 

methods and technologies, needs to further change the ideological concept, further improve the mechanism and 

system, and further break through the key technologies. At present, it is necessary to grasp the focus of system 

construction, continuously promote technological innovation under the conditions of informatization and 

intelligence, and promote the solid progress of aerospace technology application. 

(1) Further change of ideology 

Ideology is the forerunner for the construction and application of the task planning system. The first is 

from manual planning to automatic planning, reflecting the transformation from subjective to objective; compared 

with manual planning, computer automatic planning emphasizes more on the basis of constraints, and pays more 

attention to the use of scientific methods and means to obtain the optimal realization method, which is more 

objective. The second is from single-objective planning to multi-objective planning, reflecting the transformation 

from local to global; 
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compared with single-objective planning, multi-objective planning considers more on-orbit resources, more target 

situations, and more constraints, and pays more attention to task planning covering all elements and processes, 

which is more realistic. the third is from static planning to dynamic planning, reflecting the transformation from 

static to dynamic; compared with static planning, dynamic planning emphasizes the decisive role of time in 

decision-making, pays more attention to the sequence of spacecraft, and is more dynamic. 

(2) Further improve the system and mechanism 

A sound system and mechanism is the basic guarantee for the effective application of the mission planning 

system. The first is the control system of accusation separation; in order to adapt to the characteristics of the 

application of aerospace technology under the conditions of informatization, establish a management system for 

separating accusations, optimize the grouping of joint accusations, and reasonably distinguish the functions and 

authority of accusations, so as to lay the foundation for scientific planning. the second is the administrative system 

of the main use and the main construction; according to the particularity of the on-orbit servicing and the 

uniqueness of the aerospace field, it is necessary to establish and improve the system for the construction, 

management and use of the mission planning system that is driven by the needs of the charging department, led 

by the practical operation unit, and developed and managed by the industrial department, so as to form a closed-

loop loop from demand to use and then to development, so as to ensure that the developed mission planning 

system can be used, easy to use, and effective. The third is the technical system of the upper and lower cohesion; 

top-down unification and connection of the system environment, software platform, interface standards, data 

transmission, and model methods of the task planning system at all levels to ensure that the systems at all levels 

are easy to connect, communicate, use, and collaborate. 

(3) Further breakthroughs in key technologies 

Advanced key technologies are an important support for the long-term development of the mission 

planning system. The first is the target allocation technology for the on-orbit servicing composite service model; 

this paper focuses on the target allocation technology that can effectively solve such nonlinear combinatorial 

optimization problems, so as to effectively distinguish and treat each service objective, take into account the 

execution benefit and energy consumption efficiency, and quickly find the optimal solution of the problem, so 

that the target allocation can help to win with ingenuity and improve the efficiency of spacecraft decision-making 

in orbit. the second is the orbit avoidance path planning technology to deal with the sudden approach of space 

debris; this paper focuses on the path planning technology that can effectively solve the problem of multi-limited 

shortest path, so as to effectively take into account target avoidance and orbit keeping, meet the needs and 

preferences of different tasks, and make orbit avoidance boost agility and win, and improve the active defense 

capability of spacecraft in orbit. the third is the orbital game strategy planning technology in the face of non-

cooperative goals; this paper focuses on the strategic planning techniques that can effectively solve such dynamic 

game problems, so as to effectively solve the problem that the differential countermeasure model is highly 

nonlinear and difficult to solve by classical optimal control theory, so that the dynamic game can help intelligent 

control win and improve the autonomous service level of spacecraft in orbit. 
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6.2: DESIGN OF ON-ORBIT SERVICING MISSION PLANNING SYSTEM 

Based on the extensive application of mission planning in the field of aerospace system, an on-orbit 

servicing mission planning system is designed. At the level of system architecture, design application integration 

and network integration; at the level of system function architecture, build the support layer, functional layer and 

application layer; in terms of system control page, design system login, system function, data entry and effect 

display pages. 

6.2.1: System Framework 

On-orbit servicing mission planning system integration includes application integration and network 

integration. Application integration includes platform integration and environment integration, and network 

integration includes logical and physical networks. Figure 6-1 shows the framework of system integration. 

 

 
Figure 6-1: Framework of the On-Orbit Servicing Mission Planning System 
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(1) Application integration 

Application integration is to organically integrate computing and display devices based on various 

platforms and different schemes into a seamless, parallel, independent and easily accessible space environment 

according to the purpose of system application and can be divided into functions according to application mode. 

In accordance with the principle of "scientific, reasonable, streamlined, easy to use and easy to manage,” 

the application integration environment of the on-orbit servicing mission planning system follows the construction 

idea of "experiment, deduction and drill.” As shown in Figure 6-2, there are space target simulation areas, 

spacecraft control simulation areas, and deduction and evaluation areas, and each area is equipped with seats for 

data information processing, mission planning, ground control simulation, orbit control simulation, and result 

processing and analysis. 

(2) Network integration 

Considering that the on-orbit servicing mission planning system has multi-seat nodes and scalable server 

nodes, the system generally adopts a layer 2 network structure. Among them, the access layer switch has a low 

bandwidth, which is connected to each seat and storage separately, and is connected to the core switch. The core 

switches have high bandwidth and are networked with access layer switches, servers, and external systems. 

Logically, each seat is divided into three network segments, one for the blade server and one for the 

storage/application server, according to the space target simulation area, the spacecraft control simulation area 

and the deduction and evaluation area. 

Figure 6-3 shows the logical network structure of the on-orbit servicing mission planning system, and its 

core layer is the backbone of high-speed network switching, which is crucial to the performance of the entire 

network, and its particularity mainly includes high-speed switching, high reliability, and low latency. The access 

layer is the seat access point that provides further operations on the seats through filtering and access control lists. 

All network transmissions in the on-orbit servicing mission planning system are wired. An access layer 

switch and several seat clients are deployed in the space target simulation area, an access layer switch and several 

seat clients are deployed in the spacecraft control simulation area, an access layer switch and several seat clients 

are deployed in the deduction and evaluation area, and a core switch, a set of blade servers, an access layer switch, 

two servers (storage and application) and a set of solid-state storage are deployed in the equipment room. 
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Figure 6-2: Schematic Diagram of the Seat Layout of the Application Integration Environment 
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The access layer switch is connected to the client and the customer, the access layer switch and the 

storage/application server, the access layer switch and storage, the blade server and the core switch are connected 

by twisted pairs, and the core switch is connected to the access layer switch by optical fiber. 

 
Figure 6-3: Logical Network Structure of an On-Orbit Servicing Mission Planning System 
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Figure 6-4: On-Orbit Servicing Mission Planning System Architecture 
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Figure 6-5: On-Orbit Servicing Task Planning Flow 
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Figure 6-6: The Operation Process of the On-Orbit Servicing Task Planning System 
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6.3: APPLICATION OF ON-ORBIT SERVICING TASK PLANNING SYSTEM 

The service models of future on-orbit servicing missions are complex and diverse, and unexpected 

situations can catch people off guard. To a certain extent, the advantages and disadvantages of the on-orbit 

servicing task system depend on the practical application of service task planning, so as to ensure that all kinds 

of mission planning are carried out in an orderly manner without interfering with each other, and maximize the 

advantages of automaticity and autonomy. The purpose of the system application is to verify the research results 

of on-orbit servicing mission planning experimentally, so as to test its feasibility, applicability and effectiveness 

in target allocation, orbit avoidance and orbit game. 

6.3.1: Background Assumptions 

In 20XX, with the continuous improvement of space research, development and application capabilities, 

countries have successively developed and launched a large number of spacecraft for various mission 

requirements, and the structure and composition of spacecraft have become increasingly complex, and their 

performance and technical level have been continuously improved. In this case, in order to ensure that the in-orbit 

spacecraft can operate in orbit in a more durable, stable and high-quality space environment, the corresponding 

on-orbit servicing tasks have been carried out. 

6.3.1.1: Service Objectives 

According to the demand for on-orbit services, there are 10 important geostationary orbit satellites that 

urgently need to carry out on-orbit services, and the number of orbits of each satellite is shown in Table 6-1. In 

the table, e is the eccentricity; i is the orbital inclination; Ω is the ecliptic longitude of the ascending node; ω is 

the pericentricity angle; τ is the true perisis angle. 

Table 6-1: Number of Orbital Roots for Service Targets 

Serial 

number 

Target 

codename 

e i/(°) Ω/(°) ω/(°) τ/(°) 

1 Goal 1 0.001 3 0 0 235.408 0 65.576 3 

2 Goal 2 0.001 1 0 0 228.155 3 90.470 3 

3 Goal 3 0.001 4 0 0 8.029 4 100.930 5 

4 Goal 4 0.000 9 0 0 214.263 7 110.823 7 

5 Goal 5 0.000 5 0 0 183.858 7 117.095 1 

6 Goal 6 0.000 3 0 0 332.982 5 126.556 4 
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Continued 

Serial 

number 

Target 

codename 

e i/(°) Ω/(°) ω/(°) τ/(°) 

7 Goal 7 0.000 7 0 0 53.883 3 138.072 7 

8 Goal 8 0.001 2 0 0 246.486 4 190.272 9 

9 Goal 9 0.001 3 0 0 271.291 2 210.311 6 

10 Goal 10 0.001 9 0 0 274.604 7 236.420 9 

After the preliminary analysis of the service objectives, the service priority of each service objective is 

estimated, as shown in Table 6-2. 

Table 6-2: Service Priority Estimation 

Serial number Target codename Priority 

1 Goal 1 0.5 

2 Goal 2 0.5 

3 Goal 3 0.5 

4 Goal 4 0.6 

5 Goal 5 0.6 

6 Goal 6 0.6 

7 Goal 7 0.5 

8 Goal 8 0.5 

9 Goal 9 0.6 

10 Goal 10 0.9 

6.3.1.2: Spacecraft in orbit 

In accordance with the on-orbit servicing requirements, spacecraft 1, spacecraft 2 and spacecraft 3 were 

organized to participate in this mission, and the number of roots in each orbit is shown in Table 6-3. The mass of 

the spacecraft in orbit is 2,500 kg, the initial true perigee angle is 0°, and the specific impulse of the propulsion 

system is 300 s. Table 6-4 shows the service success probability, service capability index, and success probability 

threshold of each spacecraft. 
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Table 6-3: Number of orbital roots of a spacecraft in orbit 

Serial 

number 

Spacecraft 

serial number 

e i/(°) Ω/(°) ω/(°) τ/(°) 

1 Spacecraft 1 0.001 0 0 296 25.39 

2 Spacecraft 2 0.001 0 0 274 23.13 

3 Spacecraft 3 0.001 0 0 280 24.96 

Table 6-4: In-orbit spacecraft service capability data 

Serial 

number 

Satellite 

code 

The probability of 

service success 

Service Capability Index Success probability 

threshold 

Space

craft 1 

Space

craft 2 

Space

craft 3 

Space

craft 1 

Space

craft 2 

Space

craft 3 

Space

craft 1 

Space

craft 2 

Space

craft 3 

1 Goal 1 0.70 0.68 0.73 90 89 93 0.69 0.69 0.69 

2 Goal 2 0.72 0.71 0.70 92 91 90 0.69 0.69 0.69 

3 Goal 3 0.73 0.72 0.76 93 91 94 0.69 0.69 0.69 

4 Goal 4 0.67 0.66 0.6 88 86 87 0.69 0.69 0.69 

5 Goal 5 0.66 0.66 0.73 86 87 87 0.69 0.69 0.69 

6 Goal 6 0.71 0.70 0.77 91 89 90 0.69 0.69 0.69 

7 Goal 7 0.75 0.73 0.70 95 93 93 0.75 0.75 0.75 

8 Goal 8 0.77 0.75 0.80 97 95 96 0.75 0.75 0.75 

9 Goal 9 0.73 0.67 0.81 93 93 91 0.75 0.75 0.75 

10 Goal 10 0.85 0.86 0.85 94 95 96 0.85 0.85 0.85 

6.3.1.3 Situation settings 

From the perspective of testing the effectiveness of the method in this book with multiple situations and 

multiple conditions, three special cases are set for the whole on-orbit servicing mission planning application, 

namely orbital coplanarity, space debris attack and non-cooperative target. 

(1) Orbital coplanarity 

In the process of spacecraft target allocation in orbit, many factors such as velocity impulse, fuel 

consumption and execution efficiency need to be comprehensively considered, among which whether the orbit of 

the spacecraft is coplanar with the target orbit will affect the generation of target allocation strategy. For this 

reason, two cases of coplanarity and non-coplanarity between the spacecraft and the target are considered in the 

application simulation, respectively. 
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(2) Space debris infestation 

Spacecraft is at risk of space debris attack at any time during orbital maneuvering and service 

implementation, so space debris attack is set up in the application simulation. Suppose that a space debris appears 

in the plane of the spacecraft transfer orbit temporarily, and the flight speed is [-0.763 0.763]T km/s, approaching 

the spacecraft transfer orbit. In addition, avoidance preference is an important factor affecting the generation of 

spacecraft orbit avoidance paths, so the avoidance path generation under different avoidance preference 

requirements is considered in the case simulation.  

(3) Non-cooperative goals 

During the implementation of the service, the spacecraft is very likely to face non-cooperative targets, so 

the situation of non-cooperative targets is set in the application simulation. In addition, the different initial states 

of orbit positions of spacecraft and space targets are important factors restricting the generation of strategies, so 

the real-time planning ability of spacecraft orbit game strategy is tested from a variety of orbit states and different 

initial states in the application simulation. 

6.3.2: Simulation and Validation 

This section will focus on three types of special situations in the process of on-orbit servicing, use the 

planning methods proposed in this book, and verify the feasibility and effectiveness of the methods through the 

application of simulation.  

6.3.2.1: Spacecraft target assignment in orbit 

Although the allocation of spacecraft targets in orbit is determined according to the specific on-orbit 

servicing tasks, the subsequent orbit transfer process and cost need to be fully considered in the target allocation 

stage, so as to generate a robust allocation scheme. In order to effectively verify the method in this book, the 

following task scenarios are set up from the aspects of coplanarity and non-coplanarity between spacecraft and 

target to test the effectiveness of the method to solve the target allocation problem. 

 (1) The spacecraft is coplanar with the target 

When spacecraft 1, spacecraft 2, spacecraft 3 and 10 space targets are in the same orbital plane, only the 

coplanar orbital transfer between spacecraft and space targets needs to be considered in the allocation process of 

orbital targets. According to the theory and method of orbital mechanics, the transfer orbits between coplanar 

orbits can be designed and simulated in advance. In this study, taking the pulsed thrust orbit maneuvering mode 

as an example, Figure 6-7 designs and simulates the optimal transfer orbit of spacecraft 1 from the initial orbit to 

the geostationary orbit where the target is located. 
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Figure 6-7: Coplanar Transfer Orbit of Spacecraft 1 to Target (see color insert) 

Spacecraft 1 maneuvers to the orbit where the target is located according to the transfer orbit, and the 

change of its orbital root number is shown in Figure 6-8. Among them, because spacecraft 1 is coplanar with the 

target orbit, the right ascension longitude and orbital inclination of the transfer orbit parameters remain 0, and the 

other parameters change with the change of the transfer orbit trajectory. 

According to the optimal transfer orbit from spacecraft 1 to the target orbit, the transfer parameters of each 

orbit are calculated, as shown in Table 6-5. 

Table 6-5: Velocity and burnup parameters of spacecraft 1 to target coplanar orbit 

Initial 

orbital 

velocity / 

(km/s) 

Target 

orbital 

velocity / 

(km/s) 

Pericamber 

velocity 

impulse / 

(km/s) 

Apoapsis 

velocity 

impulse / 

(km/s) 

First pulse 

fuel 

consumption 

/ kg 

Second 

pulse fuel 

consumption 

/ kg 

Total fuel 

consumption 

/ kg 

3.875 1 3.067 1 0.422 0.375 1 333.951 259.222 593.173 

Since the orbits of spacecraft 2 and spacecraft 3 are also coplanar with the target orbits, their transfer orbit 

morphology and orbital parameter changes are roughly similar to those of spacecraft 1, so they will not be repeated 

here. Similarly, according to their optimal transfer orbits, the orbital transition parameters of spacecraft 2 to the 

target orbit are shown in Table 6-6, and the orbital transition parameters of spacecraft 3 to the target orbit are 

shown in Table 6-7. 
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Figure 6-8: Changes in the Number of Orbital Roots of Coplanar Transfer Orbitals (see color insert) 
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Table 6-6: Velocity and burn-up parameters of spacecraft 2 to target coplanar orbit 

Initial 

orbital 

velocity / 

(km/s) 

Target 

orbital 

velocity / 

(km/s) 

Pericamber 

velocity 

impulse / 

(km/s) 

Apocalyptus 

velocity 

impulse / 

(km/s) 

First pulse 

fuel 

consumption 

/ kg 

Second 

pulse fuel 

consumption 

/ kg 

Total fuel 

consumption/kg 

3.794 3.0671 0.380 0.342 303.080 240.768 543.848 

Table 6-7 Parameters of velocity and burnup consumption of spacecraft 3 to target coplanar orbit 

Initial 

orbital 

velocity / 

(km/s) 

Target 

orbital 

velocity / 

(km/s) 

Pericamber 

velocity 

impulse / 

(km/s) 

Apocalyptus 

velocity 

impulse / 

(km/s) 

First pulse 

fuel 

consumption 

/ kg 

Second 

pulse fuel 

consumption 

/ kg 

Total fuel 

consumption/kg 

3.784 3.0671 0.373 0.336 297.629 237.405 535.034 

The above-mentioned orbital parameters are incorporated into the spacecraft on-orbit target allocation 

process, and the execution benefit and energy efficiency are taken as the optimization goals as described in 

Chapter 3, and the spacecraft on-orbit target allocation method is autonomously allocated. As shown in Table 6-

8, the target assignment state ① is initialized with an all-0 matrix, and the target assignment model is substituted, 

but no resources are invested and the mission requirements are not met, and then the spacecraft is autonomously 

trained through the on-orbit target assignment process. In the training process, state ② high resource input makes 

the energy efficiency low, and the comprehensive benefit reaches the lowest value; state ③ meets the constraints, 

but the comprehensive benefit is not the maximum. After multiple rounds of self-learning and iteration, the 

method converges to state ④, and the strategy provided not only satisfies the mission elements, but also 

maximizes the comprehensive benefits, which is the optimal allocation strategy in this state, that is, objectives 1 

to 6 are served by spacecraft 1, objectives 7 to 9 are served by spacecraft 2, and goal 10 is served by spacecraft 3.  

Table 6-8: Spacecraft target allocation process in orbit 

State Target Allocation Strategy Energy efficiency Comprehensive 

benefits 

1 Initialize 

 

0.99 0 
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Continued 

State Target Allocation Strategy Energy efficiency Comprehensive 

benefits 

2 Process status 

 

0.01 0.99 

3 

 

0.90 0.91 

4 Best strategy 

 

0.97 0.98 

 

Conclusion: When the spacecraft and the space target are located in the same orbital plane, the spacecraft 

orbit target allocation only needs to focus on the influence of spacecraft orbit transfer velocity, impulse and fuel 

consumption, and the optimal allocation of the target can be achieved according to the spacecraft on-orbit target 

allocation method proposed in this book. 

(2) The spacecraft is non-coplanar with the target 

When a spacecraft is located in a different orbital plane from the space target, the non-coplanar orbital 

transfer problem needs to be considered in the spacecraft on-orbit target allocation process. Here, the non-coplanar 

orbit of spacecraft 3 and the geostationary orbit where the target is located is taken as an example. Set spacecraft 

3 in non-coplanar orbit and update its orbital root number as shown in Table 6-9. According to the theory and 

method of orbital mechanics, Figure 6-9 designs and simulates the non-coplanar transfer orbit of spacecraft 3 

from the initial orbit to the geostationary orbit where the target is located. 

Table 6-9: Spacecraft 3 orbital root number update 

Serial 

number 

Spacecraft 

serial number 

e i/(°) Ω/(°) ω/(°) τ/(°) 

1 Spacecraft 3 0.001 20 10 270 25.35 

Spacecraft 3 maneuvers from a non-coplanar orbit to a geostationary orbit where the target is located, and 

its orbital root number changes are shown in Figure 6-10. 
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Figure 6-9: Non-Coplanar Transfer Orbit of Spacecraft 3 to Target 

Among them, since spacecraft 3 is non-coplanar with the target orbit, the ascension longitude and orbital 

inclination of the transfer orbit parameters have a process of transformation from non-co-coplanar, and other 

parameters will change with the change of the transfer orbit trajectory. 

According to the optimal transfer orbit from spacecraft 3 to the target orbit, the transfer parameters of each 

orbit are calculated, as shown in Table 6-10. 

Table 6-10: Velocity and burnup parameters of spacecraft 3 to target non-coplanar orbit 

Initial 

orbital 

velocity / 

(km/s) 

Target 

orbital 

velocity / 

(km/s) 

Pericamber 

velocity 

impulse / 

(km/s) 

Apoapsis 

velocity 

impulse / 

(km/s) 

First pulse 

fuel 

consumption 

/ kg 

Second 

pulse fuel 

consumption 

/ kg 

Total fuel 

consumption/kg 

3.784 3.067 1 1.059 0.786 783.225 514.41 1 297.635 

Through the calculation of the spacecraft on-orbit target allocation method, it is found that the 

implementation benefit and fuel efficiency value obtained by the previous allocation strategy are reduced. This is 

caused by the fact that spacecraft 3 is non-coplanar with the target orbit, and its orbital transfer requires higher 

velocity impulse and consumes more fuel. Through method recalculation, the optimal allocation strategy in the 

current state (see Table 6-11) is obtained, that is, target 10 is served by spacecraft 2, and the remaining targets are 

served by spacecraft 1. 
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Figure 6-10: Changes in the Number of Orbital Roots for Non-Coplanar Transfer Orbitals (see color inserts) 
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Table 6-11: Spacecraft target allocation process in orbit 

State Target Allocation Strategy Energy efficiency Comprehensive 

benefits 

1 Initialize 

 

0.99 0 

2 Process status 

 

0.01 0.99 

3 

 

0.92 0.89 

4 Best strategy 

 

0.98 0.97 

Conclusion: Non-coplanar orbit transfer has a great impact on the generation of spacecraft on-orbit target 

allocation strategy due to the need for greater velocity impulse and more fuel consumption. The methods proposed 

in this book can cope with different scenarios and multiple orbit states and formulate the optimal target allocation 

strategy for in-orbit spacecraft. 

Through the on-orbit servicing mission planning system, the on-orbit servicing assignment relationship of 

the spacecraft to each target can be constructed, and the dynamic effect of on-orbit servicing target allocation can 

be displayed. As shown in Figure 6-11, the red curve is the orbit of the spacecraft, the yellow curve is the orbit of 

the target satellite, and the remaining curves are the service response relationship between the spacecraft and each 

target. 

6.3.2.2: Spacecraft orbit temporary avoidance path planning 

According to the target allocation strategy, spacecraft 3 received the command from the ground center, 

left the original orbit and entered the space transfer orbit and approached target 10. During the orbital maneuver 

and service implementation, spacecraft 3 will suddenly encounter the attack of unknown space debris according 

to the situation. Therefore, it is necessary to use the spacecraft orbit temporary avoidance path planning method 

to plan the optimal emergency avoidance path for the spacecraft in time. In order to effectively verify the method 

of this book, this subsection sets different task preferences from the aspects of single factor and compound factor 

to test the effectiveness of the method in solving the orbital avoidance problem. 
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Figure 6-11; Example of Target Allocation Effect in the On-Orbit Servicing Mission Planning System (see color insert) 

(1) Path planning to satisfy one-factor preference 

For the single-factor preference, the spacecraft orbit temporary avoidance path planning will focus on the 

factors such as avoidance safety, orbit keeping, braking time, and fuel consumption, so as to obtain the optimal 

avoidance path to meet different preferences. 

1) Focus on avoiding security factors. 

In the process of space debris avoidance, the spacecraft focuses on the safety factor of avoidance and 

controls the change rate of the acceleration of the avoidance maneuver to improve the flight stability of the 

spacecraft. Therefore, in the spacecraft orbit temporary avoidance path planning, the index weights will be γJ = 1, 

γD = 0, γT = 0, γR = 0 to obtain the optimal avoidance path focusing on the safety avoidance factors, as shown in 

Figure 6-12. The avoidance path can well consider the safety factors of avoidance, successfully avoid space debris 

and travel in the direction of the reference line and is expected to consume 6.332 kg of fuel.  

2) Focus on orbit retention factors. 

In the process of spacecraft avoidance of space debris, the key consideration is the orbit holding factor, 

that is, the minimization of lateral offset to reduce the deviation of the spacecraft from the set transfer orbit. 

Therefore, in the spacecraft orbit temporary avoidance path planning, the index weights will be γJ = 0, γD = 1, γT 

= 0, γR = 0 to obtain the optimal avoidance path focusing on orbit holding factors, as shown in Figure 6-13.  
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Figure 6-12: The Optimal Avoidance Path Focuses on Security Avoidance 

The avoidance path is able to control the lateral offset well, and the space debris can be successfully avoided 

while continuing along the set transfer trajectory as much as possible, and the estimated fuel consumption is 

19.815 kg. 

 
Figure 6-13: The Optimal Avoidance Path Focuses on the Orbit Holding Factor 

3) Focus on braking aging factors. 

In the process of spacecraft avoidance of space debris, the braking time factor should be considered, that 

is, the spacecraft braking time should be optimized to take evasive actions as soon as possible. 
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Therefore, in the spacecraft orbit temporary avoidance path planning, the index weights will be γ J = 0, γD = 0, γT 

= 1, γR = 0 to obtain the optimal avoidance path that focuses on braking aging factors, as shown in Figure 6-14. 

The avoidance path can well control the spacecraft braking time, and take evasive actions as soon as possible 

after the discovery of space debris to ensure the safety of the spacecraft itself, and the fuel consumption is expected 

to be 12.380kg 

 
Figure 6-14: The Optimal Avoidance Path Focuses on the Braking Aging Factor 

4) Focus on fuel consumption factors. 

In the process of spacecraft avoidance of space debris, the fuel consumption factor is mainly considered, 

that is, the fuel consumption of the spacecraft thruster is optimized. Therefore, in the spacecraft orbit temporary 

avoidance path planning, the index weights will be γJ = 0, γD = 0, γT = 0, γR = 1 to obtain the optimal avoidance 

path that focuses on fuel consumption, as shown in Figure 6-15. The avoidance path can control the fuel 

consumption of the spacecraft well, and the avoidance path with the least fuel consumption is selected for the 

spacecraft while successfully avoiding space debris, and the fuel consumption is expected to be 6.076 kg.  

As shown in Figure 6-16, the avoidance paths that satisfy the preferences of each single factor are placed 

in the same scenario. Comparing the avoidance paths, it can be seen that the avoidance paths obtained by focusing 

on the safety avoidance factors can better control the acceleration change rate of spacecraft maneuvering and 

make the avoidance maneuver more stable. The avoidance path obtained by focusing on the orbit holding factor 

can better control the distance of the spacecraft from the set transfer orbit and reduce the uncertainty risk 

coefficient of the spacecraft in the unknown airspace. 
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Figure 6-15: Optimal Avoidance Path with Fuel Consumption in Mind 

Focusing on the avoidance path obtained by considering the braking aging factor, the braking time of spacecraft 

to avoid space debris can be better controlled, and the evasion behavior can be taken as soon as possible. The 

avoidance path obtained by focusing on the fuel consumption factor can better control the fuel consumption of 

the spacecraft to avoid maneuvering and obtain the path with the least fuel consumption. 

 
Figure 6-16: Optimal Avoidance Path of Spacecraft Under Single-Factor Preference (see color insert) 
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Conclusion: The spacecraft orbit temporary avoidance path planning method proposed in this book can 

plan the optimal avoidance path for spacecraft to meet different preferences according to the different avoidance 

preferences. 

(2) Path planning to meet the preferences of composite factors 

For the composite factor preference, the composite preference with different weight proportions is 

considered in the orbit avoidance path planning to obtain the optimal avoidance path that satisfies different 

preferences. 

1) Compounding preference biased towards fuel consumption. 

In the process of space debris avoidance, spacecraft should consider avoidance safety, orbit keeping, 

braking timeliness and fuel consumption. For the composite preference that is more biased towards fuel 

consumption, i.e., the weight of the preference for fuel consumption is relatively larger, the weight of the indicator 

will be γJ = 0.2, γD = 0.2, γT = 0.1, γR = 0.5 to obtain the optimal avoidance path that favors the fuel consumption 

compound preference, as shown in Figure 6-17. The avoidance path takes into account the factors of avoidance 

safety, orbit maintenance and braking timeliness while focusing on fuel consumption and obtains an avoidance 

path with a better effect than the single preference factor avoidance path, with an estimated fuel consumption of 

8.834 kg.  

 
Figure 6-17: Optimal Avoidance Path for Fuel Consumption Compound Preference 

2) Deviated orbit retention composite preference 

For the more deviated orbit retention compound preference, that is, the weight of the orbit maintenance 

preference is relatively larger, the index weight will be γJ = 0.2, γD = 0.4, γT = 0.1, γR = 0.3, so as to obtain the 

optimal avoidance path of the preferred orbit maintenance compound preference. Figure 6-18 shows the path.  
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The avoidance path takes into account the factors of avoidance safety, fuel consumption and braking timeliness 

while focusing on orbit maintenance, so that the evasion path can quickly return to the set transfer orbit after 

successfully avoiding the target, and the whole process is expected to consume 9.502 kg of fuel. 

 
Figure 6-18: Optimal Avoidance Path for Deflected Orbit Retention Compound Preference 

3) a composite preference for orbital retention and safety avoidance. 

For the composite preference of orbit retention and safety avoidance, that is, the weight of orbit retention 

and safety avoidance preference is relatively larger, which will make the index weight γJ = 0.3, γD = 0.5, γT = 0.1, 

γR = 0.1 to obtain the optimal avoidance path for the composite preference of biased orbit holding and avoidance 

safety, as shown in Figure 6-19. The avoidance path can pay more attention to orbit maintenance and avoidance 

safety factors and obtain an avoidance path with better avoidance path effect, and the fuel consumption is expected 

to be 10.996 kg.  

As shown in Figure 6-20, the avoidance path that satisfies the preferences of each composite factor is 

placed in the same scenario. Comparing the avoidance paths, it can be seen that the avoidance paths obtained by 

biasing the fuel consumption compound preference can obtain the avoidance paths that save fuel and take into 

account the orbit maintenance and braking timeliness. The avoidance path obtained by the composite preference 

of biased orbit retention can better meet the comprehensive indexes of target avoidance, orbit keeping, braking 

flexibility and fuel saving. The avoidance path obtained by the composite preference of biased orbit retention and 

safety avoidance can further reduce the risk of uncertainty and achieve rapid recovery to the set transfer orbit, but 

this needs to be at the cost of higher fuel consumption. 
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Figure 6-19: Optimal Avoidance Path for the Composite Preference of Biased Orbit Holding and Avoidance Safety 

 
Figure 6-20: Optimal Avoidance Path of Spacecraft Under the preference of Composite Factors (see color insert) 

Conclusion: The spacecraft orbit temporary avoidance path planning method proposed in this book can 

consider a variety of preference factors for the orbit avoidance problem at the same time and can obtain the 

optimal avoidance path to meet the needs of different preferences through the flexible setting of each preference 

weight. 
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Through the on-orbit servicing mission planning system, the spacecraft orbit temporary avoidance path 

can be planned, and the real-time avoidance dynamic effect of the spacecraft can be displayed. As shown in Figure 

6-21, the yellow trajectory is the established space transfer orbit of the spacecraft, and the red curve is the optimal 

avoidance path of the spacecraft. 

 
Figure 6-21: Example of Orbit Avoidance Effect in an On-Orbit Service Mission Planning System (see color insert) 

6.3.2.3: Real-time planning of spacecraft orbit game strategy 

In the process of performing on-orbit servicing tasks, spacecraft needs to use the real-time planning 

method of spacecraft orbit game strategy to plan the optimal tracking strategy for spacecraft in time. In order to 

effectively verify the method in this book, a variety of different initial states of spacecraft and space target are 

considered in the following article to test the effectiveness of the method in solving the orbital game problem. 

(1) The target is located in the left front 

When the space target and the spacecraft are in the same orbital plane and are located in front of the left 

side of the spacecraft, the initial state parameters of the spacecraft and the space target are shown in Table 6-12. 

Table 6-12: Initial status of spacecraft and space target (target in front left) 

 x/km y/km z/km ẋ/(km/s) ẏ/(km/s) ż/(km/s) 

P 0 0 0 -0.049 6 0.041 8 0 

E -69 70 0 -0.037 1 0.031 4 0 
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For the problem of non-complete information sequential game with non-cooperative targets, based on the 

Nash equilibrium strategy, the real-time planning method of spacecraft orbit game strategy is used to deal with 

the behavior of the target satellite, and the best game strategy can be obtained. In order to shorten the distance 

with the space target, the spacecraft has been trying to catch up in the y-axis direction, and at the beginning of the 

lateral distance to the target in the x-axis direction, it finally catches up with the target after 2,325 s. In this initial 

state, the entire orbital trajectory of the spacecraft against the space target is shown in Figure 6-22. 

 
Figure 6-22: Orbital Game Between Spacecraft and Space Target when the Target is in Front Left 

(2) The target is located in the front right 

When the space target and the spacecraft are in the same orbital plane and are located in front of the right 

side of the spacecraft, the initial state parameters of the spacecraft and the space target are shown in Table 6-13. 

Table 6-13: Initial status of spacecraft and space target (target in front right) 

 x/km y/km z/km ẋ/(km/s) ẏ/(km/s) ż/(km/s) 

P 0 0 0 0.049 6 0.041 8 0 

E 72 70 0 0.037 1 0.031 4 0 

In order to shorten the distance between the spacecraft and the space target, the spacecraft has been trying 

to catch up in the y-axis direction and also in the x-axis direction, during which the game trajectory has interactive 

fluctuations due to the non-cooperative behavior of the space target, and the spacecraft successfully catches up 

with the target after 1,862 s. 
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In this initial state, the entire orbital trajectory of the spacecraft against the space target is shown in Figure 

6-23. 

 
 

Figure 6-23: Orbital Game Between Spacecraft and Space Target When the Target is in Front Right 

(3) The target is located in a high orbit 

When the space target and spacecraft are located in different orbital planes, and the orbital position of the 

space target is higher than that of the spacecraft, the initial state parameters of the spacecraft and the space target 

are shown in Table 6-14. 

Table 6-14: Initial status of spacecraft and space targets (targets in high orbit) 

 x/km y/km z/km ẋ/(km/s) ẏ/(km/s) ż/(km/s) 

P 0 0 0 0.049 6 0.041 8 0.027 8 

E 50 60 22 0.037 1 0.031 4 0 

In this initial state, the spacecraft and the space target play a game with each other, during which the 

spacecraft has been trying to catch up in the axis direction in order to shorten the distance with the space target, 

reduce the lateral distance with the target as much as possible in the direction of the working axis, and reach the 

orbital altitude close to the space target by ascending the orbit, and finally it took 1986 s for the spacecraft to 

catch up with the target. In this initial state, the entire orbital trajectory of the spacecraft against the space target 

is shown in Figure 6-24. 
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Figure 6-24: Orbital Game Between Spacecraft and Space Target When the Target is in High Orbit 

(4) The target is located in low orbit 

When the space target and the spacecraft are located in different orbital planes, and the orbital position of 

the space target is lower than that of the spacecraft, the initial state parameters of the spacecraft and the space 

target are shown in Table 6-15. 

Table 6-15: Initial status of spacecraft and space targets (targets in low orbit) 

 x/km y/km z/km ẋ/(km/s) ẏ/(km/s) ż/(km/s) 

P 0 0 0 -0.049 6 0.041 8 -0.027 8 

E -67 69 -30 -0.037 1 0.031 4 0 

In order to shorten the distance from the space target, the spacecraft has been trying to approach the target 

in the x-axis direction and catch up in the y-axis direction, and finally caught up with the target after 2, 853 s by 

reducing the orbital altitude. In this initial state, the entire orbital trajectory of the spacecraft against the space 

target is shown in Figure 6-25. 

Conclusion: In the face of the sequential game process of different initial states, completely unknown 

behaviors and incomplete information of space targets, the Nash equilibrium strategy of orbit game can be 

obtained independently through the branched deep reinforcement learning architecture, and finally the tracking 

rendezvous of space targets can be realized. 
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Figure 6-25: Orbital Game Between Spacecraft and Space Target When the Target is in Low Orbit 

 

6.4: CHAPTER SUMMARY 

Guided by the application requirements of on-orbit servicing experiments and ground simulation training, 

this chapter introduces the foundation, requirements and key points of the construction of the mission planning 

system, clarifies the application requirements of the on-orbit servicing mission planning system, designs the 

architecture of the mission planning system, constructs the functional architecture of the mission planning system, 

and realizes the systematization, modularization, easy operation, easy expansion and easy maintenance 

characteristics of the system. Based on the case scenario, the on-orbit servicing task planning system is applied 

to test the feasibility and effectiveness of the intelligent planning method for on-orbit servicing tasks, meet the 

needs of on-orbit servicing task planning, and the visual simulation effect is good, which can provide strong 

support for on-orbit experiments or ground simulation training.  
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CHAPTER 7: OUTLOOK 

7.1: THE MAIN WORK OF THIS BOOK 

In view of the academic problems faced by on-orbit servicing tasks, such as "nonlinear combinatorial 

optimization,” "multi-limit shortest path" and "continuous dynamic interaction,” this book focuses on the 

problems of "target allocation of composite service mode,” "orbital avoidance path planning" and "orbital game 

strategy planning" in accordance with the research idea of "raising problems, analyzing problems, providing 

methods, and verifying and analyzing.” 

7.1.1: The Planning Requirements and Research Framework of On-Orbit Servicing Tasks Are 

Studied 

In order to better deal with the problem of mission planning with a long duration and uneven types of 

situations, firstly, the on-orbit servicing task planning is summarized, the relevant concepts are defined, and the 

on-orbit servicing task planning process is analyzed. Secondly, from the aspects of timeliness, controllability and 

autonomy, the on-orbit servicing mission planning needs are analyzed, and it is pointed out that the mission 

planning will face the difficult problems of "uneven supply and demand,” "space debris attack" and "non-

cooperative target service.” 

7.1.2: The Method of On-orbit Target Allocation in the Composite Service Mode is Studied 

In the face of the practical needs of the limited on-orbit force to adopt the composite service mode to serve 

multiple spatial targets with different orbit positions and different priorities, firstly, a nonlinear combinatorial 

optimization model was constructed to describe the problem of on-orbit target allocation under the composite 

service mode.  
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Secondly, in order to meet the characteristics of the on-orbit servicing target allocation problem and make up for 

the reward bias and overestimation problems of the classical method, the convergence and stability of the Deep 

Q Networks method are improved. Finally, in pursuit of the balanced development of execution efficiency and 

energy efficiency, a two-way training network for target allocation was built. The applicability and comparative 

advantages of the method are tested through case studies. 

In order to solve the problem of "nonlinear combinatorial optimization" of spacecraft target allocation in 

orbit, a target allocation algorithm based on improved Deep Q Networks was proposed in order to solve the 

problem of "nonlinear combinatorial optimization" of spacecraft target allocation in orbit. The algorithm can 

effectively cope with the adverse effects of uneven supply and demand, give full play to the advantages of the 

composite service model, realize the balanced development of execution efficiency and energy efficiency, and 

achieve the comprehensive goal of less force investment and higher expected success rate, which can provide 

effective auxiliary decision-making for on-orbit services. Compared with other algorithms, the training time is 

shortened by 80% on average, the training error reduction rate is doubled, and the execution effect fluctuates less 

while increasing rapidly, which further improves the shortcomings of the conventional method that is difficult to 

directly apply to the composite service mode and the high computing time. 

7.1.3: The Method of Temporary Avoidance Path Planning of Spacecraft Orbit is Studied 

In the face of the spacecraft flying along the set transfer orbit, in order to avoid space debris, it is necessary 

to adopt temporary planning to obtain the optimal avoidance path, firstly, a multi-constraint shortest path model 

is constructed to describe the problem of orbital temporary avoidance path planning in the face of space debris. 

Secondly, a space motion coordinate system based on Frenet is constructed, which can take into account the 

absolute motion of flight along the transfer orbit and the relative motion of space debris avoidance, which solves 

the problem that space avoidance motion is not easy to represent. Finally, the artificial potential field function is 

improved, the action area of each potential field is adjusted, and a comprehensive potential field model with 

reference line traction, long-distance point repulsion neglect and obstacle point gravitational weakening is 

constructed, which avoids the premature trajectory deviation and local oscillation phenomenon of the traditional 

artificial potential field method. The applicability and comparative advantages of the method are tested through 

case studies. 

In order to solve the outstanding risk of untimely avoidance due to temporary space debris inauguration, 

and in the face of the problem of "multi-restricted shortest path" presented by spacecraft orbit temporary 

avoidance, a path generation algorithm based on Frenet and improved artificial potential field was proposed. The 

algorithm further solves the problem that the relative position of the spacecraft and the set transfer orbit is not 

easy to express in path planning and realizes the simple representation of space avoidance motion. It avoids the 

premature trajectory deviation and local oscillation of the traditional artificial potential field method and realizes 

the autonomous avoidance of space debris. 
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It can consider avoidance safety, fuel consumption, minimum offset and braking aging factors at the same time 

to meet different avoidance needs and preferences. Compared with other algorithms, the average time is shortened 

by 47% and the distance is reduced by 11%, which further improves the shortcomings of conventional methods 

that are difficult to meet different avoidance preferences at the same time and that the orbit balance is weak. 

7.1.4: The Real-Time Planning Method of Spacecraft Orbit Game Strategy is Studied 

In the face of the situation handling needs of spacecraft approaching space targets, real-time planning is 

adopted to deal with non-cooperative goals, and the optimal strategy is quickly obtained, firstly, a sequential 

decision game model is constructed, and the real-time planning problem of spacecraft orbit game strategy is 

described. Secondly, the motion model between low-earth orbit spacecraft is constructed, and the Nash 

equilibrium strategy of orbital game is given, which translates the orbital game problem between orbital spacecraft 

into a differential countermeasure problem. Thirdly, a fuzzy inference model for continuous space solution is 

constructed to realize the mapping transformation of continuous state through fuzzy inference to continuous 

behavior output, which effectively avoids the problem of dimensionality disaster in continuous space in which 

traditional deep reinforcement learning copes with continuous space. Finally, a new branch deep reinforcement 

learning architecture is proposed, which realizes the branch training and sharing decision-making of behavior 

strategies and avoids the problem of the combination growth of the number of behaviors and mapping rules. The 

applicability and comparative advantages of the method are tested through case studies. 

In view of the outstanding risk that the equilibrium strategy is difficult to obtain due to non-cooperative 

objectives, in the face of the problem of "continuous dynamic interaction" presented by the spacecraft orbit game, 

a game strategy solving algorithm based on branched deep reinforcement learning was proposed. The algorithm 

realizes the combination of optimal control and game theory, improves the learning ability of deep reinforcement 

learning on discrete behaviors, and further solves the problem that the differential countermeasure model is highly 

nonlinear and difficult to solve by classical optimal control theory, and can obtain the Nash equilibrium strategy 

of spacecraft orbit game in real time. Compared with other algorithms, the training time is reduced by 90% on 

average, and the growth rate of reward and punishment value is accelerated by 17% and is more stable, which 

further improves the shortcomings of the conventional method that it is difficult to deal with the bilateral control 

problem and the convergence domain of the equilibrium strategy is small. 

7.1.5: The Design and Application of the On-orbit Service Mission Planning System Are Carried 

Out 

Firstly, the foundation, requirements and key points of the construction of the mission planning system 

were studied based on the application requirements of the on-orbit servicing experiment and the ground simulation 

training application, and the application requirements of the on-orbit servicing mission planning system were 

clarified. 
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Then, the architecture of the mission planning system was designed, and the functional architecture of the mission 

planning system was constructed, which realized the systematization, modularization, easy operation, easy 

expansion and easy maintenance characteristics of the system. Finally, based on the case scenario, the on-orbit 

servicing task planning system is applied to test the feasibility and effectiveness of the intelligent planning method 

for on-orbit servicing tasks, meet the needs of on-orbit servicing task planning, and the visual simulation effect is 

good, which can provide strong support for on-orbit experiments or ground simulation training. 

 

7.2: RESEARCH PROSPECTS 

Throughout the ages, innovation is not easy, and on-orbit servicing-related research has caused a "high 

threshold" for related research due to its wide coverage, difficult theoretical innovation, and high scientific and 

technological content, which is daunting and even invisibly slows down the pace of the motherland's entry into 

outer space. In view of some problems in the planning of on-orbit servicing tasks, this book introduces the target 

allocation method of composite service mode, the orbit avoidance path planning method and the orbit game 

strategy planning method, but due to the limitation of knowledge reserve, we feel that there are still many 

problems worthy of further research and exploration. 

7.2.1: From Simple to Complex, Continue to Conduct In-Depth Research on Planning Methods 

"The Tao produced One; One produced Two; Two produced Three; Three produced All things." The 

development of any science and technology follows a process from simple to complex. This book studies the 

intelligent planning method for the on-orbit servicing task planning problem, which further solves the academic 

problems such as "nonlinear combinatorial optimization,” "multi-limited shortest path" and "continuous dynamic 

interaction.” However, the issue of on-orbit servicing mission planning will continue to expand in breadth and 

depth, from the current complete information, one-to-one, and single-mission planning problems to the future 

incomplete information, many-to-many, collaborative multi-mission planning and other issues, all of which 

clearly reflect the upward trend of mission planning with the continuous development of service means and 

aerospace technology. This forward-looking and upward trend of problem development is bound to have an 

important impact on the application of planning methods, and it is necessary to continue to study on the basis of 

existing research results to deal with more complex situations, such as the planning problem that spacecraft will 

face multiple attacks at the same time; 
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consider more factors and conditions, such as many-to-one or many-to-many spacecraft collaborative service 

issues. In the next step, we can take the existing research results as the cornerstone, combined with the diverse 

needs of the actual planning tasks in the future, and continue to conduct in-depth research, and it is believed that 

the research on the planning of on-orbit servicing missions will continue to develop and improve step by step 

along this spiral road. 

7.2.2: Promote the Coordinated Development of Related Technologies 

In the research on the intelligent planning method of on-orbit servicing mission, the knowledge of celestial 

mechanics and orbit dynamics in the field of aerospace, the mathematical modeling and optimization methods in 

the field of operations research, and the simulation and software development technologies in the computer field 

are used. This situation not only determines that the research on intelligent planning of on-orbit servicing missions 

needs to constantly absorb nutrients from the new achievements of aerospace science, operations research and 

computer science, and transform those things that can be used directly or through transplantation and 

transformation into their own content; moreover, it also determines the new achievements in the research of 

intelligent planning methods for on-orbit servicing tasks, which can also be selected and used by other sciences. 

It can be seen that continuing to carry out in-depth research on intelligent planning of on-orbit servicing missions 

is not only a matter in the aerospace field but can also promote the coordinated development of multiple 

disciplines from point to area, and produce more extensive impact and benefits. 

7.2.3: From Computing to Cognition, Explore the Road of Intelligent Development 

On-orbit servicing task planning is a typical kind of knowledge processing process, which will involve a 

variety of constraints and numerous reasoning decisions, which are essentially suitable for solving problems by 

artificial intelligence technology. Although this book has carried out in-depth research and exploration on the 

intelligent planning method of on-orbit servicing missions, the proposed intelligent planning method mainly uses 

intelligent methods to solve several on-orbit servicing mission planning problems, which is an attempt to research 

intelligent and unmanned aerospace technology in the future. In the future, with the continuous breakthroughs in 

emerging technologies such as quantum computing, brain-like intelligence and brain-inspired chips, intelligent 

planning technology is bound to make significant progress in the direction of perceptual intelligence and cognitive 

intelligence, which will greatly promote the innovation and development of the academic field of intelligent 

planning for space missions, and will lay the foundation for further research. 
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Figure 3-19: Comparison of Error Function Values Between the Two Methods (p108) 

 

 
Figure 3-20: Comparison of Reward Values of the Two Methods (p108) 
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Figure 4-4: Acceleration Rate of Change Curve of Orbital Avoidance Path (p124) 

 

 
Figure 4-5: Lateral Offset Curve of Orbital Avoidance Path (p125) 
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Figure 4-7: Schematic Diagram of Artificial Potential Field Avoidance Path (p129) 

 

 
Figure 4-12: Schematic Diagram of Spacecraft Avoiding Maneuvering Artificial Potential Field (p135) 
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Figure 4-13: Simulation Diagram of a Spacecraft Leaving a Given Orbit (p143) 

 

 
 

Figure 4-14: Simulation Diagram of Spacecraft Successfully Avoiding Space Debris (p143) 
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Figure 4-15: Overall Simulation Rendering of Spacecraft Space Debris Avoidance (p144) 
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Figure 4-16: Lateral Offset Acceleration in Single-Objective Optimization Mode (p4145) 
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Figure 4-17: Lateral Offset Acceleration in Multi-Objective Optimization Mode (p147) 
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Figure 4-18: Solution Effects of Different Algorithms for Barrier Avoidance Problem (p150) 
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Figure 5-11: Behavior Control after 1,000 Sessions (p183) 

 

 
Figure 6-7: Coplanar Transfer Orbit from Spacecraft 1 to Target (p205) 
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Figure 6-8: Variation of Orbital Root Number of Coplanar Transfer Orbitals (p206) 

Time/h Time/h Time/h 

A
rg

u
m

en
t 

o
f 

p
er

ia
p

si
s/

(°
) 

A
sc

en
si

o
n

 n
o

d
e 

ri
g

h
t 

as
ce

n
si

o
n

/(
°)

 

O
rb

it
al

 i
n
cl

in
at

io
n
/(

°)
 

T
ru

e 
an

o
m

al
y

/(
°)

 

Time/h Time/h Time/h 

E
cc

en
tr

ic
it

y
 

O
rb

it
al

 s
em

i-
m

aj
o

r 
ax

is
/k

m
 



 

 
Figure 6-10: Changes in the Number of Orbital Roots in Non-Coplanar Transfer Orbitals (p210) 
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Figure 6-11: Example of Target Allocation Effect in an On-Orbit Servicing Task Planning System (p212) 

 

 
Figure 6-16: Optimal Spacecraft Avoidance Path under Univariate Preference (p215) 
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Figure 6-20: Optimal Avoidance Path of Spacecraft Under Composite Factor Preference (p218) 

 

 
Figure 6-21: Example of Orbit Avoidance Effect in an On-Orbit Servicing Mission Planning System (p219) 
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As an important means to ensure the long-lasting and stable operation of spacecraft in the space 

environment, on-orbit servicing is an important development direction in the field of aerospace science and 

technology. In order to further meet the actual needs of mission planning throughout the whole process of on-

orbit servicing, and better deal with such a long-lasting period and uneven type of mission planning, this book 

combines the development of on-orbit servicing technology and highlights the needs of risk disposal, explores 

the ways and means of applying advanced artificial intelligence technology to on-orbit servicing task planning, 

explores the research framework of using artificial intelligence methods to realize on-orbit servicing task planning, 

and focuses on an on-orbit target allocation method under a composite service model. A spacecraft orbit 

temporary avoidance path planning method and a spacecraft orbit game real-time planning method. The system 

design is carried out for practical applications, and through the combination of theoretical research and technical 

practice, it provides scientific planning means for on-orbit services and can provide reference for solving mission 

planning problems in other fields. 
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